
International Journal of New Innovations in Engineering and Technology 
 

Volume 24 Issue 1 March 2024      2392                                                         ISSN: 2319-6319l 

Fake News Detection Using Machine Learning 

Monisha S 
Department of Computer Science and Engineering 

Shree Sathyam College of Engineering and Technology, Sankari, Tamilnadu, India 
 

Arthi G 
Department of Computer Science and Engineering 

Shree Sathyam College of Engineering and Technology, Sankari, Tamilnadu,  

 

Karthi prem S 
Department of Computer Science and Engineering 

Shree Sathyam College of Engineering and Technology, Sankari, Tamilnadu, India  
 
 
Abstract- In addressing the pervasive issue of fake news in today's digital age, machine learning techniques 
such as Support Vector Machines (SVMs), Naive Bayes (NB), and Multilayer Perceptron (MLP) are employed. 
Among these methods, the Multilayer Perceptron, with its complex neural network design, stands out for its 
remarkable accuracy in discerning between legitimate and fraudulent news items on a large dataset. This 
underscores the importance of leveraging advanced technology to combat misinformation and uphold the 
integrity of public discourse in the digital era. 
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I. INTRODUCTION 

The fast spread of information via digital channels has created an age when false news is commonplace, which 
seriously jeopardizes theintegrity of public debate and decision-making. In this environment, a Fake News Detector is 
like a lighthouse of truth, using cutting edge technology and processes to go through the massive amount of data and 
separate reality from fiction. It encourages a culture of critical thinking and responsibility by enabling users to 
confidently traverse the muddy seas of internet information via its watchful algorithms and strong fact-checking 
procedures The spread of false information makes the Fake News Detector an indispensable ally in the continuous 
fight for transparency and the truth, defending the integrity of democratic values and our common knowledge. 
 

II. LITERATURE REVIEW 
 
Recent research has emphasized the widespread concern over false news, particularly its dissemination on social 
media platforms, affecting various societal domains. Innovative techniques, including sentiment and emotion analysis, 
are proposed to effectively identify and counteract fake news propagation. These methods utilize characteristics 
derived from news sentiment and audience emotion to bolster detection models' accuracy, thereby preserving 
information integrity and public trust. Furthermore, advancements in deep learning models, such as bidirectional long 
short-term memory with convolutional neural networks, show promise in discerning rumors from non-rumors on 
microblogging platforms like Twitter. Such efforts are crucial in mitigating the spread of false information and 
upholding the credibility of the news ecosystem in the digital age, where content dissemination is widespread and 
accessible to all. 
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III. RELATED WORK 

The inability of Twitter users to distinguish between various types of false news is a significant barrier to successful 
fake news identification. Researchers have made strides toward a solution by stressing approaches for detecting bogus 
news. This study will employ the FNC-1 dataset, which comprises four criteria for spotting fake news. The latest 
approaches for detecting false news are analysed and contrasted utilizing big data technology (Spark) and machine 
learning. This work used a decentralized Spark cluster to generate a stacked ensemble model. Following feature 
extraction with N-grams, Hashing TF-IDF, and count Vectorizer, we used the suggested stacked ensemble 
classification model. 
 

IV. METHODOLOGY 

This article explores various tactics and tools for identifying fake news, proposing a method that utilizes machine 
learning algorithms such as Support Vector Machines, Naive Bayes, and Multilayer Perceptron. The approach involves 
preprocessing news items to extract key characteristics like text, source, and social media interaction, which are then 
fed into the classifiers trained on labeled datasets of genuine and false news items to predict the likelihood of 
fraudulence in each article. 
Load Data:   This module describes the process ofcollecting and importing a collection of actual and fraudulent news 
items. The dataset serves as the basis for further investigation and model training. Data loading duties involve 
obtaining articles from several sources, arranging them into a structured fashion, and guaranteeing data integrity. 
Data Pre-processing: Data preparation is a crucial step in machine learning approaches, involving preprocessing 
techniques to refine raw data from the Yelp dataset for computational tasks. Feature extraction enhances pattern 
recognition or machine learning system performance by reducing data to its most significant aspects, optimizing data 
usability for machine and deep learning models by eliminating unnecessary characteristics that may hinder accuracy. 
Feature Extraction:Feature extraction improves pattern recognition and machine learning system performance by 
reducing data to its most significant aspects 

V. DATA FLOW DIAGRAM 
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VI. CONCLUSION 
 
Fake news identification is a crucial issue in today's digital world. Fake news may have a harmful influence on society 
by propagating false information, distorting public opinion, and instigating violence. Machine learning has the ability 
to significantly improve the identification of bogus news. Machine learning models may be taught to identify false 
news stories using a range of indicators, including the article's language, source, and social media participation. In 
conclusion, detecting false news is a major task in today's digital age. Machine learning has the potential to play a key 
role in detecting false news, but it is critical to understand the obstacles and properly build and execute machine 
learning models. 

VII. FUTURE WORK 
 

Enhancing the accuracy and resilience of machine learning models. This may be accomplished by training models with 
bigger and more varied datasets, as well as developing new machine learning methods that are more resilient to 
adversarial cases. Reducing bias in machine learning models. This may be accomplished by carefully choosing the 
data used to train the models and inventing novel strategies for debasing machine learning algorithms. Making 
machine learning models more understandable. This is necessary so that people understand how the models function 
and why they make certain predictions. 
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