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ABSTRACT—The exact lung cancer identification is a critical problem that has attracted the researchers’ attention. 
The practice of multiview single image and segmentation has been widely used for the last 2 years to improve the 
identification of lung cancer disease. The utilization of machine learning (ML) and deep learning (DL) techniques can 
significantly expedite the process of cancer detection and stage classification, enabling researchers to study a larger 
number of patients in a shorter time frame and at a reduced cost applying the image segmentation approach herein, 
the multiresolution rigid registration mechanism is applied to enhance the segmentation further. Techniques like 
principle component averaging and discrete wavelet transform are verified for the image fusion development. To 
review the performance of the suggested technique, the image database resource initiative-based lungs image 
database consortium is tested in this paper which includes 4,682 computed tomography scan images of 61 patients 
with nodules sizes from 3 to 30 mm. According to the study finding, the outperformed results of our model are 
obtained in terms of feature mutual information, and peak signal-to-noise ratio, which were recorded at 0.80 and 
19.25, respectively. Moreover, the detection and stages of cancer (STG-1, STG-2, STG-3, and STG-4) of lung nodules 
are also assessed by using the ResNet-18 convolutional neural network classifier. With only 1.8 FP/scan, the achieved 
accuracy and sensitivity for detection are 98.2% and 96.4%, respectively. The study’s findings show that our 
proposed strategy outperforms existing models significantly. Therefore, the proposed models have the potential to be 
implemented in clinical settings to provide support to doctors in the early diagnosis of cancer, while minimizing the 
occurrence of false positives in scans. 
INDEX TERMS Early detection, lung cancer, CNN,ANN and RCNN 

I INTRODUCTION
Cancer is one of most dangerous disease that causes deaths. Cancer is a disease in which some of the body’s 
cells grow uncontrollably and spread to other parts of the body. Cancer can start almost anywhere in the human 
body, which is made up of trillions of cells.Lung cancer is the leading cause of cancer deaths worldwide.When 
cancer starts in the lungs, it is called lung cancer. People who smoke have the greatest risk of lung cancer, 
though lung cancer can also occur in people who have never smoked.  
Treatment   and   prognosis  depend  on  the  histological  type  of  cancer,  the  stage  (degree  of  spread),  and  
the  patient's  performance  status.  Possible treatments include surgery, chemotherapy, and radiotherapy 
survival depends on stage, overall health, and other factors, but overall only 14% of people diagnosed with  lung  
cancer  .The two general types of lung cancer include: (1)Small cell lung cancer, (2)Non-small cell lung cancer. 
SMALL CELL LUNG CANCER   is  almost  related  with  smoking  and  grows  more  quickly  and  form  
large  tumors  that  can  spread  widely  through  the  body. cnNON-SMALL CELL LUNG CANCER (NSCLC) 
is the most common type of lung cancer. It accounts for over 80% of lung cancer cases.The general symptoms 
of lung cancer include coughing up blood, chest pain, weight loss and loss of appetite, shortness of breath and 
feeling weak. Each  type  of  lung  cancer  grows  and  spreads  in  different  ways,  and  is  treated  differently. 

Analyzing the exponentially growing cancer-associated databases poses a major challenge to 
researchers.Image processing is the process of transforming an image into a digital form and performing certain 
operations to get some useful information from it. The image processing system usually treats all images as 2D 
signals when applying certain predetermined signal processing methods. Image processing methods such 
as noise reduction, feature extraction, identification of damaged regions, and maybe a comparison with data on 
the medical history of lung cancer are used to locate portions of the lung that have been impacted by cancer. 
Recent progress in machine learning (ML) and deep learning (DL) techniques has resulted in a significant shift 
towards computer-aided detection (CAD) systems for lung cancer detection. Machine learning algorithms are 
molded on a training dataset to create a model. As new input data is introduced to the trained ML algorithm, it 
uses the developed model to make a prediction.
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Deep learning uses artificial neural networks to perform sophisticated computations on large amounts of data.It 
is a type of machine learning that works based on the structure and function of the human brain. There exist 
some of the traditional ML-based techniques in the literature aiding lung cancer detection and classification, for 
example, Support Vector Machine (SVM), Random Forest (RF), and K-Nearest Neighbors(KNN). These 
techniques perform manual feature extraction, and then the classifier is trained using extracted features.  
 A k-Nearest Neighbors (k-NN) algorithm is first developed to predict lung cancer in its early stage. As the 
feature selection algorithm can affect the performance of the KNN model, a genetic algorithm (GA) is utilized 
to optimize the model used to predict. In the prediction of lung cancer, the Random Forest Algorithm showed 
improved accuracy compared with other methods. This predictive model will help health professionals in 
predicting lung cancer at an early stage.Support Vector Machine(SVM) classifier is a supervised machine 
learning algorithm used as a tool for data classification with advantages in handling data with high 
dimensionality and a small sample size. The performance of the SVM is observed for each feature as input.  
Hence, a lung cancer detection system that employs Image Processing Techniques is used to detect the presence 
of lung cancer in CT- images. The prediction accuracy of this data fetched decent numbers close to ninety-six 
percentage 
 

II LITERATURE REVIEW: 
                        Bhatia at al- To detect lung cancer from CT scans using deep residual learning. The feature set is 
fed in to multiple classifiers, and Random forest, and the individual predictions are ensemble to predict the 
likelihood of a CT scan being cancerous. The accuracy achieved is 84% on LIDC-IRDI outperforming previous 
attempts[1].Nithila and Kumar-Accurate classification and prediction of lung cancer using technology that is 
enabled by machine learning and image processing. For the classification, ANN, KNN, and RF are some of the 
machine learning techniques that were used. It is found that the ANN model is producing more accurate results 
for predicting lung cancer[2].Lakshmanaprabu et al-created OODN (Optimal Deep Neural Network) by 
lowering the number of characteristics in lung CT scans and comparing it to other classification algorithms. The 
ODNN is applied to CT images and then, optimized using Modified Gravitational Search Algorithm (MGSA) 
for identify the lung cancer classification The comparative results show that the proposed classifier gives the 
sensitivity of 96.2%, specificity of 94.2% and accuracy of 94.56%.[3] 
M.F.Abdullah et al-The categorization of lung cancer stages from CT scan images using image processing and 
k-Nearest Neighbor and results show that the KNN method has a high accuracy[4].Mr.Vijay et al- MATLAB 
have been used through every procedures made and process such as image pre-processing, segmentation and 
featureextraction have been discussed in detail to get the more accurate results[5].Anjali Kulkarni-Classify the 
stages of lung cancer, image processing technique is developed.In this work, new algorithm is developed using 
image processing technique to detect the cancer at early stage with more accuracy[6].P. M. Shakeel- Applying 
deep learning instantaneously trained neural network for predicting lung cancer. Eventually, the system is 
examined by the efficiency of the system using MATLAB based simulation results. The system ensures that 
98.42% of accuracy with minimum classification error 0.038[7].

III METHEDOLOGY 
The methodology adopted in this paper is carried out in three different methods, shown in Fig. 1. This study’s 
problem is diagnosing whether the patient has cancer in the early stage. As is clear from the research purpose, 
the target variable is defined as discrete, so we need to use classification algorithms to identify the target 
variable.
According to Fig. 1, the first method comprises one fundamental building phase called image classification. It 
means, in this method, the raw CT images were given to CNN followed by ANN without any pre-
processing(Raw CT images went through the third phase – the blue rectangular – immediately). The second 
method includes three primary building phases: image pre-processing, image segmentation, and image 
classification (According to Fig. 1, Raw CT images went through first (the yellow rectangular), second (the 
green rectangular), and third (the blue rectangular) phases, respectively). Finally, the third method comprises 
seven fundamental phases: image pre-processing, image segmentation, image feature extraction, building a 
numerical dataset, dimensional reduction, feature selection, and Although these methods have fundamental 
phases in common, they are entirely different methods implemented on the same lung CT scan images. 
The pre-processing image phase of the study itself is composed of two parts: image resizing and image 
Denoising. Initially, raw lung CT images are resized, and subsequently, the median filter is applied to denoise 
them. The watershed segmentation algorithm identified the most critical objects in the CT images in the image 
segmentation phase to make the following steps more reliable. In the image classification phase, raw CT images 
in method one and segmented CT images in method two are used as input. The CNN and ANN algorithms are 
applied to the CT images to classify whether the images belong to a cancerous or noncancerous patient.



International Journal of New Innovations in Engineering and Technology 

Volume 24 Issue 1 March 2024    1752                                                         ISSN: 2319-6319l 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The proposed framework, in comparison to other methods
 
 
So far, the fundamental phases that are implemented in methods one and two are described. In the third method, 
the image feature extraction phase is applied to segmented lung CT images to extract possible numerical 
features from each image’s pixels. The extracted statistical data for each image is stored in a dataset, so building 
a numerical dataset phase is completed. We obtained a vast dataset as we extracted any possible mathematical 
features from the CT images to improve diagnosing cancerous patients from noncancerous o 
In part one, classification algorithms – GB, RF, and SVM – are applied to both LDA and PCA datasets 
separately to classify the data into two groups based on extracted feature.

The same classification algorithms are used to classify the data into two groups 

 based on the selected features. In the following subsections, we will describe each fundamental phase in detail. 

3.1. Image pre-processing 

The term pre-processing belongs to a series of tasks needed for enhancing the quality of raw images, increasing 
the performance of the subsequent phases such as image segmentation, image feature extraction, and 
classification. The primary objectives in this study phase are to apply image resizing and denoising. 
3.1.1. Image resizing 
In the image resizing step, pixels are either added to the image or removed. Since medical images have many 
details that may be effective, no pixel removal is performed in the current research. On the other hand, the CNN 
algorithm’s input images should preferably be in square sizes for a better diagnostic process. Therefore, all 
images used in this study have dimensions of 512 × 512 pixels. 
3.1.2. Image denoising 
Image denoising is a process of applying filter(s) to reduce image noise. It should be noted that CT images have 
the lowest noise level among the medical images, and it is practically unnecessary to perform this step. In any 
case, to prevent image distortion, the median filter is applied to cancel any possible noise of lung CT. 
 
3.2. Image segmentation 
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The image segmentation tries to help the algorithm to diagnose as best it can by removing unnecessary parts. In 
fact, at this point, the algorithm can only focus on the lung region, which will improve the classification 
performance. Watershed segmentation is used in the suggested model [32]. The watershed technique is utilized 
when segmenting complicated pictures since basic thresholding and contour detection will not produce accurate 
results. The watershed method is built on capturing specific background and foreground information. Markers 
are then used to run watersheds and determine the precise borders. Markers can be defined by users, e.g., 
manually, or defined by some algorithms, e.g., thresholding operation — we used thresholding operation in our 
analysis. 
3.3. Image classification 
Image classification is the primary domain in which deep neural networks play the most critical role in medical 
image analysis. The image classification accepts the given input images and produces output classification to 
identify whether the disease is present [35]. The image classification phase is composed of two parts: CNN and 
ANN. 
3.4. Image feature extraction  
The following phases are performed in the third proposed method. After the raw CT scan images are processed 
and segmented, several numerical features are extracted from the images in the image feature extraction phase. 
Each feature will be obtained from each pixel in a single image and then stored in a dataset. 
3.5. Building a numerical dataset 
In the previous step, many features were extracted from each pixel in a CT image. For example, an image with 
256 × 256 dimensions has 65,536 pixels, so if we extract 40 features from each and store them in a dataset, we 
will have 1 row for the image, and 40 × 65,536 columns. On the other hand, adding a target column should not 
be forgotten to determine whether the input image belonged to a cancerous patient or a noncancerous one. This 
procedure is continued until all the images’ features are extracted and stored in a dataset. 

3.6. Dimensional reduction 

In the previous phase, an extensive dataset consisting of many features was obtained. However, implementing 
classification on this extensive dataset is time-consuming and not efficient. Implementing dimensional reduction 
algorithms on large data is one of the most critical steps. PCA and LDA are two-dimensional reduction 
algorithms used in this paper. 

3.7. Feature selection 

Feature selection methods have become an unavoidable part of the machine learning process to deal with high-
dimensional data. Feature selection can identify related features and eliminate unrelated and repetitive ones to 
observe a subset of attributes that best describe the problem. 

The first goal of the proposed feature selection method is to reach the same accuracy rate as the exclusive 
features. The second goal is to improve the accuracy rate. Here, gathering extensive information on the features 
costs too much, both in time and money, and new information is wasted in classifying and diagnosis. Reducing 
the dimension in terms of the number of features is recommended to get a better response and find a better 
correlation between the features and the outcomes. 
A GA is a technique to select the best features. This technique generates a binary random vector consisting of 
the features using Eq. (1). 
Vector(sj):sj=Yi;Yi; 
Yi ={1 if  Vectorsj  contains feature i(1) 
         0 otherwise 
An objective function based on the misclassification performance criterion is defined for any selected 
combination of the features. This objective function is a penalty function that should be minimized to find the 
best features. Here, the misclassification rate is simple and is obtained using Eq. (2) 

mcr=∑aij−[∑aij;(i=j)]∑aij/;i,j=1,2,…,m                      (2) 
 
The number of classification targets is the number of cases, the target is classified as the target using the 
classification method. The elements that construct the matrix in (3) form the so-called confusion matrix that 
depends on the problem as well as the dataset. 
a11...a1m 
:           : 
am1…amm 
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Now, the objective function to be minimized is a weighted sum of the mcr and nf (number of selected features) 
defined as: 
MinZ=w1∗mcr+w2∗nf                  (4) 
Dividing both sides of Eq. (4) by w1, we will have: 
MinZ=mcr+w2w1/∗nf.            (5) 
Assuming w2w1/=W, the objective function becomes: 
MinZ=mcr+W∗nf.               (6) 
 
Now, W is defined as 
W∝mcr→W=β∗mcr→MinZ=mcr+β∗mcr∗nf(7) 
 
Finally, the objective function will be: 
MinZ=mcr(1+β∗nf),    (8) 
where β is defined as a penalty for having an additional feature (0≤β≤1). Using this objective function, the GA 
finds the best combination of the features with the minimum number of features that minimize both the cost 
and the misclassification rate. Here, the stopping criterion to end the iterations in GA is chosen to be a 
predefined number of iterations

IV  EXPERIMENTAL EVALUATION 
 
This section discusses the way the data is collected, the implementation results of the proposed three methods on 
the data, and the analysis of the results. 
 
A.DATA COLLECTION 
 
KAGGLE DATA SET 
Open Images 2019 - Object Detection 
Computer vision has advanced considerably but is still challenged in matching the precision of human 
perception.Open Images is a collaborative release of ~9 million images annotated with image-level labels, 
object bounding boxes, object segmentation masks, and visual relationships. This uniquely large and diverse 
dataset is designed to spur state of the art advances in analyzing and understanding images.This year’s Open 
Images V5 release enabled the second Open Images Challenge to include the following 3 tracks:Object 
detection track for detecting bounding boxes around object instances, relaunched from 2018. 
Visual relationship detection track for detecting pairs of objects in particular relations, also relaunched from 
2018.Instance segmentation track for segmenting masks of objects in images, brand new for 2019.Google AI 
hopes that having a single dataset with unified annotations for image classification, object detection, visual 
relationship detection, and instance segmentation will stimulate progress towards genuine scene understanding. 
The total number of CT scan images used in this paper is 364, of which 238 are cancerous images, and the rest 
(126) belong to noncancerous images. All these images are collected with the help of a pulmonologist to skip 
any probable error in classifying images. Some of the CT images of the lungs acquired from the hospital 
database are shown in Fig. 2. 

 
Fig. 2. (a) medical CT images of lung cancer patients, (b) medical CT images of lung patients other than lung 
cancer.

B. The implementation results of the first method 

As seen in Fig. 2, applying any pre-processing or segmentation on the raw images is not needed when 
implementing CNN and ANN. In other words, the raw lung CT scan images are fed as inputs to the CNN and 
ANN architecture in the first method. Several different structures are evaluated to obtain the best structure to 
distinguish cancerous CT images from noncancerous ones. However, the best structure consists of 
three convolution layers with 64, 64, and 128 feature maps, respectively, in the first, second, and third layers in 
the convolutional neural network section. The artificial neural network also contains two hidden layers, each 
containing 128 neurons. This study uses max pooling with dimensions of 2 × 2 after each convolution layer to 
maintain the feature maps.
C.The implementation results of the second method 



International Journal of New Innovations in Engineering and Technology 

Volume 24 Issue 1 March 2024    1755                                                         ISSN: 2319-6319l 

As shown in Fig. 1, image pre-processing and segmentation are used in the second method before running the 
CNN and the ANN algorithms. This method aims to determine whether performing image pre-processing and 
image segmentation affects the performance of the first method. In the first step of image pre-processing, all the 
image sizes are set to 512 × 512 so that all the pixels in an image remain intact. The next step applies the median 
filter to remove any possible noise of resized lung CT images. Fig. 4 shows the image before and after the 
mediafilter is performed on both the cancerous and noncancerous lung CT scans. As seen in this figure, the 
images after the filter are not much different from the images without the filter, which is a characteristic of CT 
scan images.

 
The image on the right shows lung cancer after applying the mask, and the image on the left shows 
noncancerous lung after using the mask. 
D. The implementation results of the third method 
As masks are placed on filtered images in the image segmentation phase, images’ unnecessary parts are covered. 
Therefore, to reduce the number of columns, the segmented images are resized to 256 × 256. By these 
dimensions for each segmented image, 2,621,440 data are generated for each image when the features are 
extracted.The filters/features are applied alone to each image’s pixel and store each pixel’s calculations in a data 
frame. To create a numeric dataset, the number of pixels in each image is 65,536, and the total number of filters 
executed on each pixel is 40. The data values of the original image’s pixels and the label of being cancerous (1) 
or noncancerous (0) are also given in this dataset. Thus, each picture contains 1 row and 40 × 65,536 feature 
columns plus a label column and the original pixel’s value. 
 

V CONCLUSION: 
Lung cancer is one of the deadliest types of the disease, claiming the lives of approximately one million people 
each year.This paper discusses about the automatic Cancer detection and classification of CT Images using deep 
learning algorithm. The CNN algorithm and Googlenet were chosen for detecting the cancer regions and 
classifying them into normal and abnormal. For the CNN algorithm implementation, a deep convolution 
network architecture called VGG-16 was used as base network. The proposed algorithm efficiently identifies the 
Lung Cancer. Given the current state of affairs in medicine, it is critical that lung nodule identification be 
performed on chest CT scans. As a result, the use of CAD systems is crucial for the early detection of lung 
cancer. Image processing is a necessary activity that is employed in a wide range of economic domains. It is 
used in X-ray imaging of the lungs to find areas of the body that have developed malignant growths. Image 
processing techniques such as noise reduction, feature extraction, identification of damaged regions, and maybe 
comparison with data on the medical history of lung cancer are used to locate sections of the lung that have been 
affected by cancer. This study demonstrates accurate lung cancer classification and prediction using 
technologies enabled by machine learning and image processing. To begin, photographs must be collected. 
Following that, the images are preprocessed using a geometric mean filter. This eventually leads to an increase 
in image quality. The K-means approach is then used to segment the images. This segmentation makes it easier 
to identify the region of interest. Following that, machine learning-based categorization algorithms are used. 
ANN predicts lung cancer with more accuracy. This research will help to increase the accuracy of lung cancer 
detection systems that use strong classification and prediction techniques. This study brings cutting-edge images 
based on machine learning techniques for implementation purposes. 
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