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Abstract: Work on voice sciences over recent decades has led to a proliferation of acoustic parameters that are used 
quite selectively and are not always extracted in a similar fashion. With many independent teams working in different 
research areas, shared standards become an essential safeguard to ensure compliance with state-of-the-art methods 
allowing appropriate comparison of results across studies and potential integration and combination of extraction 
and recognition systems. Guardian Voice presents an innovative solution aimed at monitoring and safeguarding social 
media audio interactions. Utilizing Artificial Intelligence (AI) and Natural Language Processing (NLP), this system 
operates in real-time to oversee conversations within social media platforms. Its primary objective is to detect and 
prevent the dissemination of unethical or harmful speech, ensuring a secure and respectful environment for users. 
Guardian Voice's proactive moderation capabilities address inappropriate content swiftly, promoting ethical 
dialogues and enhancing the overall user experience. Additionally, the system continually refines its algorithms to 
adapt to evolving speech patterns, ensuring effective and up-to-date content moderation. Ultimately, Guardian Voice 
strives to foster a positive and safe atmosphere within social media audio interactions. features that make this 
technology a game-changer for the global supply chain. 
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I. INTRODUCTION: 

Online anonymity provides freedom of speech to many people and lets them speak their opinions in public. 
However, anonymous speech also has a negative impact on society and individuals. With anonymity safeguards, 
individuals easily express hatred against others based on their superficial characteristics such as gender, sexual 
orientation, and age.  In this digital era, social media and social life has become a most important aspect of 
living a life. It is not only a source for information but also a medium for entertainment. It also allows people to 
express their opinions and their feelings about anything at any time. On onr such as Monte Carlo Simulation and 
Markov Chain Monte Carlo, address uncertainty and randomness within systems. Through an in-depth 
exploration of these optimization methodologies, this paper aims to demonstrate their applicability and 
effectiveness in various engineering fields, showcasing how they contribute to the overall feelings about 
anything at any time. On one hand, it can provide a medium for constructive criticism and for spreading 
positivity. On the other hand, the freedom of expression has caused some serious issue – Cyberbullying 
Cyberbullying is bullying that takes place over digital devices like cell phones, computers, tablets. 
Cyberbullying can occur through SMS, Text, and apps, or online in social media, forums, or gaming where 
people can view, participate in, or share content. This is due to anonymity given to the users and lack of 
sufficient regulations.  

Automatically detecting the abusive words from the social media comment is a challenging task considering the 
user privacy regulations implemented in the social media algorithms. There is always a real chance that 
someone will be harassed online. Guardian Voice signifies a pioneering advancement in social media content 
moderation, specifically focusing on audio interactions. In response to the growing influence of audio-based 
communication on social platforms, Guardian Voice emerges as a solution harnessing Artificial Intelligence (AI) 
and Natural Language Processing (NLP) technologies. Its fundamental purpose is to monitor, analyze, and 
ensure the ethicality of conversations occurring within these platforms. By leveraging real-time monitoring 
capabilities, Guardian Voice proactively identifies and prevents the dissemination of unethical or harmful 
speech, thereby fostering a secure and respectful environment for users. This introduction marks a pivotal step 
towards elevating content moderation in the realm of social media audio interactions, emphasizing the 
significance of ethical dialogues and user safety. 

II. DATASETS 
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The lack of a standard dataset for hate speech detection makes it difficult to compare procedures and results 
using various data and comments. The datasets were developed for various goals, therefore they have distinct 
properties and show various forms of hate speech. Creating datasets for this activity takes time because the 
number of hateful instances in social networks is small, but a dataset must include a significant number of such 
cases. A number of datasets are also hidden to the general public. This could be due to concerns about privacy or 
the nature of the datasets, such as rudeness and inappropriate language. As previously noted goal of this 
suggested system is to create a classifier that uses BiRNN to classify text for a specific user comment. Table 1 
displays the distribution of the 100k tweets in this dataset. 

 

Fig. 2.1 Example dataset 

III. LITERATURE SURVEY 

In paper [1] Nobata, Chikashi, et al. "Abusive language detection in online user content." Proceedings of the 
25th international conference on world wide web. 2016.In addition to addressing the aforementioned gap in the 
area, algorithms presented in this research seek to create a cutting-edge way for identifying offensive language 
in user comments. The contributions made in this study are as follows:To outperform a deep learning system, 
this research uses supervised classification methodology with NLP features. utilises and modifies a number of 
the previous art features in an effort to compare their performance with the same data set. Add features from 
distributional semantics techniques to the feature list as well.Making a fresh data set of a few thousand user 
comments gathered from various domains public. This set comprises three judgments per remark and, for those 
considered abusive, a more detailed assessment of each comment's nature.  

In paper [2]Davis, Dincy, Reena Murali, and Remesh Babu. "Abusive Language Detection and Characterization 
of Twitter Behavior." arXiv preprint arXiv:2009.14261 (2020).The main goal is to concentrate on numerous 
abusive behaviours on Twitter and determine whether or not a communication is abusive. The suggested BiRNN 
is a better deep learning model for automatically detecting abusive speech, according to results of comparisons 
between Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) approaches for various 
abusive behaviours in social media.The suggested method for detecting abusive language was assessed using 
two measures, namely accuracy and F1-measure. In the future, the effectiveness of the proposed system will be 
assessed using a variety of domain datasets, including those from Facebook, Wikipedia, Twitter, and other 
online communities, in order to generalise user behaviour. 

In paper [3] Vidgen, Bertie, et al. "Challenges and frontiers in abusive content detection." Association for 
Computational Linguistics,2019.This paper discusses about the issues constrain, the performance, efficiency and 
generalizability of abusive content detection systems. Abusive content detection is a pressing social challenge 
for which computational methods can have a hugely positive impact. In this paper methods deals with critical 
insights into the challenges and frontiers facing the use of computational methods to detect abusive content. 
They differ from most previous research by taking an interdisciplinary approach, routed in both the 
computational and social sciences.  

In paper [4] Rajamanickam, Santhosh, et al. "Joint modelling of emotion and abusive language detection." arXiv 
preprint arXiv:2005.14028 (2020).Aiming to tackle this problem, the natural language processing (NLP) 
community has experimented with a range of techniques for abuse detection. While achieving substantial 
success,these methods have so far only focused on modelling the linguistic properties The aim of our work is to 
investigate the relationship between emotion and abuse detection, which is likely to be independent of the biases 
that may exist in the annotations. They proposed a new approach to abuse detection, which takes advantage of 
the affective features to gain auxiliary knowledge through an MTL framework  

In paper [5] Kanan, T., Aldaaja, A., & Hawashin, B. (2020). Cyber-bullying and cyber-harassment detection 
using supervised machine learning techniques in Arabic social media contents. Journal of Internet Technology, 
21(5), 1409-1421.This paper mainly focused on detecting these phenomena on English text, few works studied 
this phenomenon on Arabic. To evaluate the performance of the classifiers, we use Recall, Precision, and F1- 
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Measure. Future scope: it has provided a comprehensive comparison that would aid future research works in this 
direction 

IV. MACHINE LEARNING BASED SPEECH SAFEGUARD SYSTEM 

Guardian Voice signifies a pioneering advancement in social media content moderation, specifically focusing on 
audio interactions. In response to the growing influence of audio-based communication on social platforms, 
Guardian Voice emerges as a solution harnessing Artificial Intelligence (AI) and Natural Language Processing 
(NLP) technologies. Its fundamental purpose is to monitor, analyze, and ensure the ethicality of conversations 
occurring within these platforms. By leveraging real-time monitoring capabilities, Guardian Voice proactively 
identifies and prevents the dissemination of unethical or harmful speech, thereby fostering a secure and 
respectful environment for users. This introduction marks a pivotal step towards elevating content moderation in 
the realm of social media audio interactions, emphasizing the significance of ethical dialogues and user safety. 

Guardian Voice is a groundbreaking system designed to uphold ethical    standards in social media audio 
interactions. Its scope encompasses real-time monitoring and analysis of conversations across various platforms. 
By employing advanced algorithms, it identifies and addresses potentially harmful or inappropriate content. This 
system aims to create a safer and more responsible online environment by promoting respectful communication. 
Guardian Voice offers comprehensive safeguards against cyberbullying, hate speech, and other forms of 
misconduct. Through proactive intervention, it mitigates the spread of harmful content and fosters constructive 
dialogue. The technology behind Guardian Voice enables seamless integration with existing social media 
platforms, ensuring widespread adoption and impact. Its robust features include sentiment analysis, voice 
recognition, and context-aware filtering to accurately assess conversations. Guardian Voice operates with a 
commitment to user privacy and data security, maintaining strict compliance with relevant regulations. 
Ultimately, it empowers users to engage in ethical and meaningful interactions while preserving the integrity of 
social media communities. 

Guardian Voice is designed to monitor social media audio interactions using AI and NLP in real-time. Its 
primary objective is to detect and prevent unethical speech, ensuring a safe environment. The system aims to 
proactively moderate conversations, refine algorithms for better adaptability, and foster ethical dialogues within 
social media platforms. 

a) Increased security : By using machine learning technology, security can be enhanced by training the model 
to find the abusive words and beep them. 

b) Enhancing user experience:  The guardian voice will enhance the user experience by   identifying the 
abusive comments and hiding it  so that the user will have a seamless experience. 

c) Parental control: By using Guardian voice parental control can be achieved so that the parents need not to 
worry about their child’s mental health. 

d) Real time monitoring: Activities are monitored closely and reported. Hence , any offensive or criminal use 
will be predicted earlier. 

e) Increased collaboration : Without constant fear of getting abusive hatred comments, the social media 
influencers and the day to day users can be benefited by collaborating in the social media platform.  

f) Eliminate Cyberbullying : Cyberbullying is one of the most uncontrollable drawback of using social 
media. With the help of guardian voice   

 

V. WORKING OF SPEECH RECOGNITION 

Speech recognition is a sophisticated technology that takes spoken language and converts it into written text. 
This process involves several important steps to ensure accuracy — from capturing audio, to language 
modeling. 

a) Capturing audio: The first step is capturing the speech signal. The audio is recorded at a high rate to make 
sure all the details are captured, and then it's cleaned up to remove any background noise or interference. 
This helps to improve the quality of the speech signal. The noise can be removed from the speech signal 
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through various filtering techniques, such as spectral subtraction, Wiener filtering, or Kalman filtering. 
These techniques estimate the presence of noise in the signal and subtract it, resulting in a clearer speech 
signal 

b) Identifying key Features and characteristics: Next, the system identifies the key characteristics of the 
speech signal, called features. These features are used to differentiate between different speech sounds, such 
as Mel-Frequency Cepstral Coefficients (MFCCs) and pitch and energy features. 

c) Acoustic modeling: The system is then trained on a large corpus of speech data to build an acoustic model. 
This model maps the speech features to their corresponding phonemes or sub-word units, allowing the 
system to identify the words being spoken. 

d) Language modeling: In order to construct a language model, the system is additionally trained on a vast 
corpus of text data. This model represents the likelihood of word sequences in the language and assists the 
system in making informed judgments about the most likely words to be spoken in a particular context. 

e) Decoding: Finally, the system uses acoustic and language models to transcribe the speech signal into text. It 
searches for the sequence of words with the highest probability given the models and outputs the text.  

 

Fig. 4.1 Block diagram of speech recognition 

VI. CHALLENGES AND OPPORTUNITIES 

The literature review and analysis presented in previous sections provide insights into the current state of the art 
of abusive language studies in Indonesian. Based on these analyses, we have observed several challenges in this 
task, which are summarized as follows: 

a) Limited Availability of Language Resources: The adopted approach for dealing with the task of abusive 
language detection in Indonesian is currently limited and lags behind studies in other, more resource-rich 
languages. Traditional models are the most popular approach for addressing this problem in Indonesia, 
while in other languages, more recent transformer-based models are commonly used to achieve state-of-
the-art results. We believe that this discrepancy is likely related to the limited availability of language 
resources, including language corpora and language models. 
 

b) Limited Exploration of Abusive Phenomena: Based on the abusive phenomena covered in the available 
datasets for abusive language detection studies, perceive that the explored abusive phenomena in 
Indonesian is still very limited. Studies in Indonesian have mostly focused on the detection of hate and 
abusive speech. Meanwhile, similar studies in other languages have been conducted with a broader 
coveage of abusive phenomena, which can include sexism, racism, misogyny, Islamophobia, and more. 
Some of these studies have also proposed finer-grained labels to capture more specific abusive 
phenomena, which is usually beneficial for differentiating the treatment for handling each phenomenon. 

 
c) Low Awareness of Reproducibility Aspect: Based on our review, we also notice that most of the 

published research in Indonesian abusive language studies do not make their code and datasets publicly 
available. This issue makes it difficult for other researchers to reproduce the results of previous works, 
which is important for better analysis of their own studies. Furthermore, reproducibility is an important 
aspect for maintaining continuity in research, specifically in the area of abusive language research. 

 
d) Limited Approach for Annotation Procedure: We observe that most studies used manual expert 

annotation procedures to label abusive language datasets. This approach is proven to be reliable for 
obtaining a high-quality dataset when the subjectivity of the annotation task is high. However, this 
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approach is usually not feasible for annotating a large number of data, as the annotation task becomes 
more labor intensive and time-consuming. Sometimes, alternative annotation approaches such as 
crowdsourcing scenarios can provide a wider perspective, with a diverse demographic of annotators who 
have different backgrounds and views to evaluate the abusive instances. 

 
e) The Problem of Code-Mixed Languages: Geographically, Indonesia consists of several regions, each 

with its own local languages. According to recent reports, there are 718 local languages used by different 
regions and tribes in Indonesia. Indonesians tend to use a mix of their own local language and Bahasa to 
communicate on social media platforms, such as Twitter. Related to this issue, we conducted a random 
check on some publicly available datasets. We found a lot of code-mixed instances on the checked 
datasets [28], [24], which are mostly written in a mixture of Indonesian and Javanese. As in other 
languages and other NLP tasks, the issue of code-mixing is still a prominent challenge that needs to be 
tackled. Based on these challenges, we also point out several opportunities for future studies in this 
research direction, which are summarized below. 

 
f) Building Novel Language Resources in Indonesian: Our NLP research community should also focus on 

studying and developing language resources in Indonesian. These resources could include novel corpora 
for diverse tasks or recent language model technologies. The availability of more language resources 
could provide more opportunities for researchers in abusive language studies to explore more approaches 
to better detect abusive language in Indonesian. 

 
g) Expanding the Study Exploration into Other Abusive Phenomena: As mentioned in the challenges 

section, abusive language studies in Indonesian are still focused on a few phenomena, including hate 
speech and abusiveness. Based on our investigation, there are several abusive phenomena specific to 
Indonesia that could potentially become a focus for exploration, including islamophobia and political hate 
speech. There are also other more general phenomena which have been studied in other languages, such 
as sexism, racism, xenophobia, homophobia, and more. A broader exploration into other abusive 
phenomena could open more opportunities for research collaboration between NLP researchers and 
researchers from other communities such as the study of humanity, psychology, gender studies, and social 
science. 

 
h)  Exploring Other Annotation Approach to Build Abusive Language Datasets: Most of the available 

abusive language datasets in Indonesian were built using expert annotation approaches. For example, 
crowdsourcing could be a worth-considering option to be implemented for annotating abusive language 
datasets. Because crowdsourcing approach has the advantage of bringing in a diverse set of annotators 
with different background identities, which can help to reduce bias in the dataset, which is also an 
important issue in this study. In addition, crowdsourcing can be particularly useful when the dataset is 
large and complex, and would be too time-consuming for a single person to finish. 

 
i) Tackling the Problem of Code-Mixed Data: Codemixing is becoming a prominent challenge in various 

NLP tasks in recent years. This problem may be due to the current technology and platforms which have a 
multilingual environment. Similarly, Indonesians also tend to use a mix of their local languages and 
Bahasa Indonesia to communicate with others both in real life and on social media channels. Dealing with 
language-shift in code-mixed data is a challenging task. Specifically in abusive language studies, several 
transfer learning approaches could be applied in this task. 

 

VII. SYSTEM ARCHITECTURE 

Guardian Voice presents an innovative solution aimed at monitoring and safeguarding social media audio 
interactions. Utilizing Artificial Intelligence (AI) and Natural Language Processing (NLP). This system operates 
in real-time to oversee conversations within social media platforms. Its primary objective is to detect and 
prevent the dissemination of unethical or harmful speech, ensuring a secure and respectful environment for 
users.  
The system architecture of guardian voice is depicted in the figure 5.1. 
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Fig. 5.1 System architecture of guardian voice 
 
a) Data Collection: Gather a dataset of   records that includes information about voice  and their words , and 

whether they have had a previous results.This dataset should be large and diverse to train a robust machine 
learning model. 
 

b) Data Preprocessing : Clean and preprocess the data. This involves handling missing values, data 
normalization, and converting categorical data into numerical form. Ensures data privacy and compliance 
with relevant regulations when dealing with sensitive speech data. 

 
c) Feature Selection and Engineering:  Identify relevant features (attributes) that can influence the speech  

prediction. These may include the specific attributes by its nature of the commodity and its characters and 
its nature by its following. Perform feature engineering to create new features or transform existing ones if 
needed. 

 
d) Data Splitting: Split the dataset into training and testing sets. The training set is used to train the machine 

learning model, and the testing set is used to evaluate its performance. 
 
e) Machine Learning Model Selection: Choose an appropriate machine learning algorithm for classification. 

Common choices include the values by using the keyword filter, speech recognition, GTTs to identify the 
values to find it. 

 
f) Model Training: Train the selected machine learning model on the training data. The model learns to 

predict whether a voice and its attributes  based on the provided features. 
 
g) Model Evaluation: Evaluate the model's performance on the testing set using appropriate metrics, such as 

accuracy, precision, recall, to assess its predictive accuracy and reliability. 

 

VIII. SYSTEM IMPLEMENTATION 

The implementation of guardian voice is explained in the following sections : 

a) Exploratory data analysis: During this step we performed some descriptive analysis and determined the 
target variable. We also explored how many classes were in the target and a selection of other possibly 
problematic (high cardinality) variables. I also visualized the target variable in a histogram which is a good 
technique for understanding the distribution of the data to assist in parameter tuning 
 

b) Data Cleaning: Data cleaning is a crucial step in the machine learning (ML) pipeline, as it involves 
identifying and removing any missing, duplicate, or irrelevant data. The goal of data cleaning is to ensure 
that the data is accurate, consistent, and free of errors, as incorrect or inconsistent data can negatively 
impact the performance of the ML model. Data cleaning, also known as data cleansing or data 
preprocessing, is a crucial step in the data science pipeline that involves identifying and correcting or 
removing errors, inconsistencies, and inaccuracies in the data to improve its quality and usability. Data 
cleaning is essential because raw data is often noisy, incomplete, and inconsistent, which can negatively 
impact the accuracy and reliability of the insights derived from it. For decision-making, the integrity of the 
conclusions drawn heavily relies on the cleanliness of the underlying data. Without proper data cleaning, 
inaccuracies, outliers, missing values, and inconsistencies can compromise the validity of analytical results. 
Moreover, clean data facilitates more effective modeling and pattern recognition, as algorithms perform 
optimally when fed high-quality, error-free input. 
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c) Preprocessing text and transistion :We removed the target variable from the entire data set and 

transformed the categorical variable into a model matrix with one-hot encoding. This is sometimes the 
requirements for certain algorithms to process the data in a sparse matrix format. Other statistical software 
such as R, automates this step when generating models. I imputed the missing values in the data to 0. I 
scaled the continuous variables using min-max normalization which transforms values onto a scale from 0 
to 1 to prevent variables on different scales heavily impacting the coefficients. 

 
d) Data partition and evaluation : We removed the target variable from the entire data set and transformed 

the categorical variable into a model matrix with one-hot encoding. This is sometimes the requirements for 
certain algorithms to process the data in a sparse matrix format. Other statistical software such as R, 
automates this step when generating models. I imputed the missing values in the data to 0. I scaled the 
continuous variables using min-max normalization which transforms values onto a scale from 0 to 1   

 
 

IX. CONCLUSION 
 
Future enhancements for the provided code could involve several areas of development. Firstly, integrating 
more advanced speech recognition engines beyond Google's service could enhance accuracy and language 
support, broadening the application's usability. Expanding the list of "bad words" to cover a wider range of 
inappropriate language would improve censorship effectiveness. Implementing sophisticated natural 
language processing techniques could enable the algorithm to better understand context and tone, further 
refining its censorship capabilities. Additionally, introducing user authentication and moderation features 
would allow users to customize censorship preferences according to their individual needs. Integration with 
machine learning models could enable dynamic adjustment of censorship based on user feedback and 
evolving language trends, ensuring ongoing effectiveness. 
 
 Enhancing the user interface for improved accessibility and ease of use would enhance the overall user 
experience. Cloud-based speech recognition services could be leveraged for scalability and reliability. Real-
time monitoring and alerting mechanisms could be implemented to detect and address potentially harmful 
speech content promptly. Compatibility with multiple audio input sources, such as uploaded files or 
streaming audio, would broaden the application's utility.  
 
Lastly, optimization for performance and resource efficiency would ensure the application can support high 
volumes of concurrent users without compromising function. 
 
In conclusion, the provided code demonstrates the integration of speech recognition, text processing, and 
text-to-speech conversion algorithms within a Flask web framework. It showcases the capability to convert 
spoken words into text, censor inappropriate language, and convert the processed text back into speech. 
Through these algorithms, the application offers real-time speech-to-text functionality with censorship 
features, enhancing user experience and promoting responsible communication. This implementation 
highlights the versatility and potential of speech recognition technology in developing interactive and 
accessible applications. However, further refinement and optimization may be necessary to improve 
accuracy and usability. Overall, the code serves as a foundation for creating speech-driven applications with 
enhanced functionality and user engagement. 
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