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Abstract— Chronic kidney disease (CKD) is a global health problem with a high morbidity and mortality rate that 
causes other diseases. Patients sometimes overlook the condition since there are no obvious adverse effects in the 
early stages of CKD. Early detection of CKD allows patients to receive appropriate treatment to improve health 
outcomes and quality of life. Because of their rapid and exact recognition execution, machine learning models can 
effectively assist medical professionals in achieving this goal. In this study, we present a logistic regression approach 
for diagnosing CKD.  We compared proposed algorithms, including Naïve Bayes, decision tree, k-star, logistic, and 
Support Vector Machine (SVM) to determine the maximum accuracy. AI storage, with a large number of missing 
characteristics. Missing characteristics are commonly observed in clinical settings, as patients may miss a few 
estimates for a variety of reasons. By breaking down the errors created by the established models, we suggested an 
integrated model that combines estimated relapse and irregular woods using perceptron.  
Keywords: Chronic Kidney Disease, Machine Learning, Naive Bayes, Decision Tree, Logistic Regression, Support 
Vector Machine (SVM), K-Star Algorithm, Classification Performance.    

 
I. INTRODUCTION  

The  research has led to improvements in the diagnosis of CKD.This work investigates how CKD can be 
diagnosed by using machine learning (ML) techniques. ML algorithms have been a driving force in detection of 
abnormalities in different physiological data, and are, with a great success, employed in different classification 
tasks. The diagnostic categories of the samples are used to fill in the missing data in the aforementioned models 
using mean imputation. Since the diagnostic results of the samples are unknown, their method cannot be used. 
In point of fact, prior to being diagnosed, patients may fail certain tests for a variety of reasons. Furthermore, 
when missing values are present in categorical categories, mean imputation-derived data may significantly 
deviate from the actual values.  Our main goal is to detect CKD at its early stage. There are some backdrops in 
the existing system like the results are biased,less accuracy and low performance. The Existing paper [1] has 
advantages like it effectively highlights the global impact of chronic kidney disease and the importance of early 
detection. There is also a backdrop that is less accurate. As well as the paper [2] shows that the adoption of 
machine learning for CKD diagnosis is a strength. But [2] it has a negative side that the assumption of similar 
measurements may introduce biases.  
A. Chronic kidney disease (CKD) 
 Chronic kidney disease (CKD) is a condition in which kidney function gradually declines over several months 
or years. At first, there are no symptoms; However, disorientation, leg swelling, fatigue, vomiting, and a lack of 
appetite may follow. Anaemia, high blood pressure, broken bones, and heart disease is among the 
complications. Gout, diabetes, high blood pressure, polycystic kidney disease, and other conditions can all 
contribute to chronic kidney disease. A family history of chronic renal disease is one risk factor. A blood test to 
determine the estimated glomerular filtration rate (eGFR) and a urine test to determine albumin are used to make 
the diagnosis. A kidney biopsy or ultrasound may be used to identify the underlying cause. 

 

 
Figure 1. CKD 
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Figure 2. Structure of Kidney – Normal and diseased 

B. Machine Learning 
 Machine learning (ML) is the study of computer algorithms that automatically get better over time. It is 
speculated to be a subset of artificial intelligence. Sample data, or "training data," is used to build a model by 
machine learning algorithms in order to make predictions or judgments without being explicitly programmed to 
do so. A lot of applications, like email filtering and computer vision, use machine learning algorithms when it 
would be difficult or impossible to develop traditional algorithms that can do the job. However, machine 
learning is not limited to statistical learning. A subset of machine learning is closely related to computational 
statistics, which focuses on predictions made by computers; However, there are other types of machine learning 
as well as statistical learning. The theory, method, and application areas of machine learning are provided by the 
study of mathematical optimization. A similar field of study is data mining, which focuses on exploratory data 
analysis through unsupervised learning. The interaction by which PCs figure out how to finish jobs without 
being explicitly trained is known as AI. related work 
The previous research highlights the effectiveness of machine learning in prediction of chronic kidney disease. 
The incidence, prevalence, and development of chronic kidney disease (CKD) have changed throughout time, 
particularly in nations with diverse social determinants of health. In most countries, diabetes and hypertension 
are the leading causes of CKD. According to the global recommendations, CKD is a disorder that results in 
decreasing kidney function over time, as seen by glomerular filtration rate (GFR) and kidney damage markers. 
People with CKD are likely to die at a young age. Doctors must diagnose various CKD-related diseases early on 
because early detection can prevent or even reverse renal damage. Early detection can lead to better therapy and 
care for patients. In many regional hospitals and clinics, there is a paucity of nephrologists or general 
practitioners who can diagnose the symptoms. This has resulted in patients having to wait longer for a diagnosis. 
The following are some related papers that show the importance for the early prediction of chronic kidney 
disease and the previous work that are related to machine learning in chronic kidney disease prediction. 
1. 1.  A Comprehensive Unsupervised Framework for Chronic Kidney Disease Prediction 
 This paper presents a far reaching solo structure for the expectation of persistent kidney sickness in this review. 
Offered in countries with a variety of social determinants of health, the incidence, prevalence, and course of 
chronic kidney disease (CKD) have changed over time. Diabetes and high blood pressure are the most common 
causes of CKD in most countries. A condition known as chronic kidney disease (CKD) is characterized by 
indicators of kidney damage and progressive decreases in glomerular filtration rate (GFR). Patients with CKD 
are more likely to die young. Doctors must quickly identify various CKD-related disorders because early 
detection can prevent or even reverse kidney damage. Early identification can improve patient care and 
treatment. In many outlying hospitals and clinics, there are not enough nephrologists or general practitioners to 
recognize the symptoms. 
2.  Machine Learning Method for Diagnosing Chronic Kidney Disease 
  Uses machine learning to diagnose chronic kidney disease. suggest that Chronic Kidney Disease (CKD) is a 
global health issue that is responsible for a large number of other disorders, as well as a significant number of 
deaths. Because there are no obvious symptoms, patients frequently miss the early stages of CKD. If CKD is 
detected early, patients can receive prompt treatment to slow its progression. Due to their quick and precise 
identification capabilities, machine learning models can successfully assist doctors in achieving this goal. A 
machine learning approach to CKD diagnosis is proposed in this paper. There are a ton of missing qualities in 
the CKD informational collection, which was taken from the AI storehouse at the College of California, Irvine 
(UCI). The missing data for each incomplete sample were processed using KNN imputation by selecting 
multiple complete samples with the most comparable measurements. Missing values are common in real-world 
medical scenarios because people may miss certain measures for a variety of reasons.  
2. 3.  A Machine Learning Method with Filter-based Feature Selection for Improved Prediction of Chronic 
Kidney Disease 

 The high prevalence of chronic kidney disease (CKD) is a significant public health concern globally. The 
condition has a high mortality rate, especially in developing countries. CKD often goes undetected since there 
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are no obvious early-stage symptoms. Meanwhile, early detection and on-time clinical intervention are 
necessary to reduce the disease progression. Machine learning (ML) models can provide an efficient and cost-
effective computer-aided diagnosis to assist clinicians in achieving early CKD detection. This research proposed 
an approach to effectively detect CKD by combining the information-gain-based feature selection technique and 
a cost-sensitive adaptive boosting (AdaBoost) classifier. An approach like this could save CKD screening time 
and cost since only a few clinical test attributes would be needed for the diagnosis.  
3. 4.  Global, regional, and national burden of chronic kidney disease, 1990–2017: a systematic analysis for 
the Global Burden of Disease Study 2017 
 Health system planning requires careful assessment of chronic kidney disease (CKD) epidemiology, but data 
for morbidity and mortality of this disease are scarce or non-existent in many countries. We estimated the 
global, regional, and national burden of CKD, as well as the burden of cardiovascular disease and gout 
attributable to impaired kidney function, for the Global Burden of Diseases, Injuries, and Risk Factors Study 
2017. We use the term CKD to refer to the morbidity and mortality that can be directly attributed to all stages of 
CKD, and we use the term impaired kidney function to refer to the additional risk of CKD from cardiovascular 
disease. 
4. 5.  Intelligent Diagnostic Prediction and Classification Models for Detection of Kidney Disease 
 Kidney disease is a major public health concern that has only recently emerged. Toxins are removed from the 
body by the kidneys through urine. In the early stages of the condition, the patient has no problems, but recovery 
is difficult in the later stages. Doctors must be able to recognize this condition early in order to save the lives of 
their patients. To detect this illness early on, researchers have used a variety of methods. Prediction analysis 
based on machine learning has been shown to be more accurate than other methodologies. This research can 
help us to better understand global disparities in kidney disease, as well as what we can do to address them and 
coordinate our efforts to achieve global kidney health equity. This study provides an excellent feature-based 
prediction model for detecting kidney disease.  

I. PROPOSED SYSTEM 
The input is the CKD dataset with its various properties. During pre-processing, redundant data and unknown 
properties are removed. All of the chosen characteristics and features have been selected. To improve 
classification performance, algorithms like Naive Bayes, Decision Tree, Kstar, Logistic, And SVM are utilized. 
Accuracy, recall, precision, and the f-measure will all receive grades. These parameters will be presented as a 
visual representation. Using a lot of CKD data and the model's accuracy on their test data, they developed a 
neural organization-based classifier and used image enrolment to find changes in the kidney's morphology. 
Additionally, the majority of previous studies utilized the UCI AI repository's CKD informational index. This 
study looks into how machine learning (ML) can be used to diagnose chronic kidney disease. The successful 
application of ML algorithms, which have been a driving force in the detection of anomalies in a variety of 
physiological data, is benefiting a number of categorization tasks. Figure 3 shows the block diagram for the 
proposed system.   
 

 

 
Figure 3. Block Diagram 

A.   Loading The Dataset  
 Loading data is the first step in every data analysis or machine learning project. In this case, the Chronic Kidney 
Disease (CKD) dataset is put into the software. The dataset typically includes a variety of variables and 
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corresponding CKD diagnosis outcomes for each patient. Figure 4 shows the loading of the dataset, it gives you 
access and control over the data, allowing you to conduct additional analysis. Figure 4 represent Loading of the 
Dataset in System. 

 

Figure 4. Loading the Dataset 
B.   Preprocessing 
     Pre-processing is an important stage in data analysis. It entails cleaning, converting, and organizing data to 
prepare it for machine learning or statistical analysis. Pre-processing for CKD data may include handling 
missing values, removing duplicate records, normalizing or scaling numerical attributes, and encoding 
categorical variables. This step is critical for ensuring the quality and integrity of the data before using it to train 
machine  learning  models. Table 1 shows Dataset Feature Description the description of all the available 
attributes.  
C.   Feature Selection 
 Feature selection is the process of determining and selecting the most relevant qualities (features) from a dataset 
for model training. The goal is to reduce dimensionality while maintaining the most useful features. Various 
techniques, such as correlation analysis, mutual information, and feature importance scores, can be used to 
determine which features are most important for CKD prediction. Choosing the right features can improve 
model performance while reducing computational overhead. 
 
D. Classification Performance  
 Classification performance is an assessment of how well machine learning models can classify or predict 
outcomes, such as the presence or absence of CKD. Several measures are routinely used to assess classification 
model performance, including accuracy, precision, recall, F1-score, and the confusion matrix. The accuracy 
ratio measures the model's correctness by comparing correctly predicted instances to the total number of 
instances in the dataset. Precision measures the fraction of real positive predictions among all positive 
predictions, allowing to evaluate the model's ability to avoid false positives. Recall (Sensitivity) analyzes the 
fraction of true positive predictions among all actual positive instances, showing the model's capacity to catch 
all relevant cases. F1-score is the harmonic mean of precision and recall, allowing a fair evaluation of a model's 
performance.   
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Figure 5. Proposed Flow Diagram 
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II. RESULT ANALYSIS 
 The table below highlights the performance parameters, specifically precision, recall, F-measure, and accuracy, 
for five different classification methods applied to the same dataset. Naïve Bayes had a precision of 0.849, recall 
of 0.845, F-measure of 0.857, and accuracy of 84.516%. The decision tree had precision, recall, F-measure, and 
accuracy scores of 0.802, 0.819, 0.806, and 81.935%, respectively. Kstar achieved a precision of 0.831, recall of 
0.839, F-measure of 0.833, and accuracy of 83.871%. Logistic regression produced a precision of 0.86, recall of 
0.865, F-measure of 0.862, and accuracy of 86.452%. Finally, the SVM method has a precision of 0.807, recall 
of 0.826, F-measure of 0.808, and accuracy of 82.581%. These metrics provide a comprehensive evaluation of 

the algorithms' effectiveness in classifying instances, with precision denoting the accuracy of positive 
predictions, recall representing the proportion of actual positives correctly identified, the F-measure balancing 
precision and recall, and accuracy measuring the overall correctness of predictions at an 80% confidence level.  

 

ALGORITHM  
PRECISION 
(decimal)  

RECALL 
(decimal)  

F MEASURE 
(decimal)  

ACCURACY 
(80%)  

Naïve Bayes  
0.849  
0.845  
0.857  

84.516  

 

Decision Tree   
0.802  
0.819  
0.806  

81.935  

 

Kstar  
0.831  
0.839  
0.833  

83.871  

 

Logistic  
0.86  

0.865  
0.862  

86.452  

 

SVM  
0.807  
0.826  
0.808  

82.581  

 

 
  

Table 2. Comparison Table 
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Figure 6. Comparison Graph 

 

III. CONCLUSION 
 Finally, different levels of efficacy in completing the task are shown by the performance evaluation of five 

machine learning algorithms: Naive Bayes, Decision Tree, Kstar, Logistic, And SVM. When a high degree of 
confidence in positive predictions is required, Naïve Bayes and Logistic Regression are excellent choices due to 

their better precision and accuracy. Despite being a little less accurate, Decision Tree, Kstar, and SVM 
nevertheless provide respectable results across a variety of parameters. To achieve the best possible balance 

between precision, recall, and overall accuracy, the most appropriate algorithm should be selected after taking 
into account the needs of the particular application as well as variables like interpretability and training time.  

IV. FUTURE WORK 
 Early detection is a major obstacle in managing CKD. It is challenging to diagnose and treat CKD before it 
progresses because many patients are asymptomatic in the early stages. The development of more sensitive and 
specific tests to identify CKD earlier, when treatment can be more effective, may be the focus of future research. 
CKD is a disease that affects different people in different ways and is complicated and caused by multiple 
factors. Approaches to personalized medicine that take into account specific patient characteristics, like genetics 
and lifestyle factors, may help tailor treatments to each patient's specific requirements 
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