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ABSTRACT - In order to personalize musical therapy sessions, this research investigates a novel strategy that 
combines machine learning approaches with face expressions and speech emotion identification. The work makes use 
of audio analysis with librosa for voice emotion recognition and computer vision with OpenCV for facial feature 
extraction. In order to extract relevant features, the methodology preprocesses a heterogeneous datasets made up of 
facial and voice samples. After that, a machine learning model is trained with these attributes to enable automatic 
identification of emotional cues from both vocal intonations and facial expressions. By using parameters like 
accuracy, precision, and recall, rigorous testing is used to assess the efficiency of the suggested techniques. Findings 
point to a potentially useful ability to identify emotional states, providing the groundwork for a framework for 
individualized musical treatment. The implications of these findings for tailored therapeutic approaches are explored 
in the research. The use of voice and facial expression emotion detection in musical therapy creates new opportunities 
for therapies to be customized to the requirements of individuals, adding to the dynamic field of technology-assisted 
emotional well-being. 
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1. INTRODUCTION 
It has long been known that musical therapy is an effective means of promoting emotional expression, mental 
stimulation, and general well-being. A growing number of people are interested in utilizing technological 
developments to improve the therapeutic effectiveness of musical treatments due to the complex relationship that 
exists between music and human emotions. Within this framework, the combination of machine learning 
methods with facial expression and speech emotion detection shows promise for a more customized and adaptive 
method of musical therapy. The integration of machine learning with traditional musical therapy offers a data-
driven dimension, whereas traditional musical therapy depends on the competence of therapists to interpret and 
modify therapies based on observed emotional cues. 
 
The goal of the research is to close the gap that exists between the objective insights provided by computational 
analysis and the subjective subtitles of emotional states. With the integration of spoken emotion detection 
through audio analysis and facial expression recognition through computer vision, create a comprehensive 
system that can automatically detect and recommend a suitable song to the users to relax them. The method is 
explained, along with how to extract facial features and auditory characteristics. The combination of machine 
learning model training with these modalities. [1] We hope to clarify the efficacy of our method in identifying 
emotional states through empirical evaluation and results discussion, ultimately advancing musical therapy’s 
development into a more flexible and responsive type of intervention. We hope that this research will contribute 
to our understanding of how machine learning could enhance the emotional impact of musical therapy and create 
a deeper relationship between technology and the nexus between technology and therapeutic practice. 
 
Artificial intelligence and CNN use improve recognition accuracy; however, using large networks also increases 
computing costs. The introduction may draw attention to the rising body of research on the therapeutic uses of 
technology and the promise of machine learning (ML) for comprehending and addressing human emotions. In 
the context of musical therapy, talk about the importance of facial expressions and vocal emotion identification, 
highlighting their function in assessing emotional states. [1] Mention how ML integration aims to improve 
musical therapy’s efficacy by offering individualized, real-time emotional support based on these inputs. 
Furthermore, recognize the current gaps in conventional therapeutic techniques that machine learning (ML) can 
fill in order to provide people seeking musical therapy with a more personalized and dynamic experience. 
 
 

2. LITERATURE REVIEW 
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In order to better understand emotional states during musical therapy sessions, this paper aims to develop reliable 
emotion recognition models, personalized therapy recommendations, multimodal fusion, and explore possible 
relationships between modalities. Additionally, it aims to create a simple interface for therapists, enabling them 
to interpret and apply machine- generated insights in the context of therapeutic practices, as well as long-term 
emotional tracking and collaboration with experts. 
 
2.1 KMT dynamics and review of emotion recognition 
 
It aims to assess the state-of-the-art research on emotion identification from KMT dynamics and identify key 
research possibilities, challenges, and a roadmap for future research that may be used as a reference. 
Furthermore, this work addresses the six research questions listed below:  Which emotion recognition databases 
and emotion elicitation techniques are most frequently used? Based on KMT dynamics, which emotions might 
be identified?  Which distinguishing characteristics work best for identifying several distinct emotions?  Do 
certain classification schemes work well for certain emotions? How is emotion recognition using KMT dynamics 
being applied? (6) Which application scenarios should worry us the most? [2]. 
 
2.2 Musical therapy for disabled persons 
 
Disabled people have physical, sensory, or communication limitations; sometimes they have greater difficulty 
expressing themselves and interacting with others nonverbally. To give the music therapist unbiased information 
in real-time regarding the user’s adaptability to the techniques and interfaces used in their sessions, the ECG and 
EDA signals have been used to evaluate the person’s emotional state. [3]  
 
2.3 Clustering-based speech-emotion recognition 
 
Choose one key segment from the entire cluster that is close to the cluster centroid and represents the remaining 
segments. SER is based on sequence choices and extraction using a non-linear RBFN- based approach to 
determine the similarity level in clustering. [4] 
 
2.4 FCN approach for fixing size problems 
 
In order to manage fixed inputs of variable size, several researchers have created fully conventional networks 
(FCNs) with the use of CNNs. When it came to time series classification tasks based on fixed input variable size, 
the FCNs performed well. [12] 
 
2.5 Facial expression detection 
 
The residual masking network proposed by Pham et al. on FEB2013 datasets, a new segmentation block was 
devised and used to extract more relevant characteristics maps, yielding a classification precision of 75.97%. 
[13] 
 
2.6 Voice recognition for customer satisfaction 
 
The physiological makeup of each person’s vocal tract varies, and the frequency spectrum of speech signals may 
be utilized for a variety of speech applications, such as speaker identification and speech. Spectral feature 
extraction is used to convert raw speech into compressed signals for efficient speech recognition. [9]   
 
2.7 Multi-modal emotion recognition using hybrid fusion  
In [14], it was suggested to use written, graphical, and sound characteristics in a multidisciplinary sentiment 
analysis. The authors extracted features using a Convolutional Neural Network and audio and visual features 
using a three-dimensional CNN model. After concatenating the features from each modality, the support vector 
machine is used to classify the data in the end. 
 
 
2.8 Accuracy of emotion recognition  
 
When dealing with naturally misleading facial expressions, the model that is being provided is especially helpful 
in identifying the appropriate emotional state. This study outperforms or compares favorably to the references 
subject-independent multi-modal emotion recognition studies published in the literature in terms of the accuracy 
of emotion recognition. 
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3. PROBLEM DEFINITION 
The field of musical therapy has demonstrated its efficacy in enhancing mental well-being, but there remains a 
significant gap in tailoring interventions to individual emotional states in real-time. This project aims to address 
this gap by leveraging machine learning techniques for facial expression and voice emotion recognition in the 
context of musical therapy. The primary problem is to develop a robust and adaptive system that can analyze an 
individual’s facial expressions and voice emotions to recommend or generate personalized music that aligns with 
their emotional state during a therapy session 
. 
Design a facial expression recognition model capable of accurately identifying a range of emotions, considering 
variations in facial expressions across individuals and cultural differences. Implement a voice emotion 
recognition system that effectively captures and classifies emotional cues in speech, accounting for nuances in 
tone, pitch, and intensity. Develop a seamless integration mechanism for combining facial expression and voice 
emotion data to create a comprehensive emotional profile for the user. Enable the system to perform real-time 
analysis of facial expressions and voice emotions during a therapy session, providing immediate feedback and 
interventions. Design algorithms that recommend or generate music based on the individual’s emotional state, 
ensuring a personalized and therapeutic musical experience.  
 
4. PROPOSED SYSTEM 
Through the use of voice and facial expressions for emotion identification, musical therapy seeks to improve 
therapeutic outcomes by leveraging the deep relationship between music and human emotion. Through the use of 
cutting-edge technologies that can recognize subtle facial expressions and voice tones, this method aims to 
provide a more profound comprehension and interpretation of the emotional states of therapy participants. 
Therapists can better meet the unique emotional requirements of their clients by customizing musical 
interventions based on real-time analysis of facial and voice intonations. The goals include encouraging 
emotional expression and awareness, facilitating communication, and developing relationships based on empathy 
and connection between the therapist and the patient.  
 
 
4.1 LOGIN PAGE 
 
A login page is the entrance point to a digital platform or service in order to access it, users must first 
authenticate themselves. Usually, it contains fields asking for the user’s password and username or email 
address; occasionally, other security features like two-factor authentication are added. The system checks the 
submitted credentials against its database upon submission, allowing access if they match. On the other hand, 
inaccurate input result in error message that advise users to try again or, if required, reset their password. The 
user experience is a top priority.  
In the context of musical therapy, a login page might be the point of entry for patients or therapists to utilize apps 
or online platforms made to make musical therapy sessions or associated activities easier. Users would normally 
be required to authenticate themselves on the login page in order to guarantee that only those who are permitted 
can access the resources and functions offered by the platform. 
 
4.2 DATA COLLECTION 
 
The COHN-KANADE-AU (Action units) dataset is a facial expression database containing images of posed 
facial expressions. Data collection involved capturing video recordings of posed facial expression from 210 adult 
subjects. Subjects were instructed to perform specific facial action units as defined by facial action coding 
system. The dataset contains both neutral and expressive facial images, capture under controlled lighting 
conditions. The COHN-KANADE AU dataset is widely used in research related to facial expression recognition, 
affective computing, and computer vision. 
 
We used the IEMOCAP and EMODB datasets for spontaneous emotional data, and we also assessed the model’s 
effectiveness on the RAVDESS datasets, compared to ten in the IEMOP and EMODB corpus. We split the data 
into an 80.20 percent ratio depending on the number of speakers using the fifth-fold cross-validation technique; 
the remaining data are used for model testing, and the remaining 80% of the data are utilized for model training. 
 
The RAVDESS (Ryerson Audio-Visual Database of Emotional Speech and Song) dataset is multi-modal 
database containing audio and video recordings of actors performing various emotional expressions. Data 
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collection involved twenty-four professional actors (twelve males and twelve females) who were instructed to 
produce vocalizations and facial expressions representing different emotions. Actors perform scripted 
vocalizations with emotional cues, ensuring consistency across recordings. 
 
Both audio and video recordings were captured in a controlled studio environment, ensuring high quality and 
consistency. The RAVDESS dataset is widely used in research related to emotion recognition, speech 
processing, and affective computing, providing valuable resources for developing and evaluating algorithms and 
models. 
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Fig 1: shows 8 expressions with each from the different subjects [8] 
 
4.3 FACIAL EXPRESSION 
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In computer vision, the use of the Convolutional Neural Networks (CNNs) for facial expression identification 
has proven to be a potent and successful method. CNNs are a great option for face expression analysis since they 
excel at image-based tasks. The CNN architecture performs exceptionally well in this situation, automatically 
deriving hierarchical features from face photos and identifying complex pattern and spatial correlations that are 
essential for precise emotion categorization. Usually, the network is composed of several convolutional layers 
for methodically extracting pertinent characteristics and then fully linked layers for making decisions. A varied 
collection of face photos annotated with appropriate emotions is fed into CNN during its training process for 
facial expression recognition. [15] This enables the network to pick up on and adjust its settings so that it can 
identify minute differences in emotions like joy, sorrow, surprise, and sad. Then, unseen face photos may be 
processed by the trained CNN.    
4.4 VOICE EMOTION RECOGNITION 
In field of machine learning, voice emotion recognition entails modals and algorithms to examine audio 
information specifically human speech, and identify the underlying emotional states conveyed by the speaker. It 
involves training models to analyze audio signals and identify the emotional content conveyed through speech. 
Techniques include extracting features like pitch, intensity, and duration to classify emotions such as happiness, 
sadness, or anger. Common approaches include using deep learning models, like neural networks, to achieve 
accurate emotion recognition from voice data.  
4.5 MUSIC RECOMMENDATION SYSTEM 
A music recommendation system is an automated computational framework that provides tailored song 
recommendations by examining user preferences, actions, and past musical interactions. This system processes 
large amounts of data, such as listening history, user ratings, and genre preferences, using machine learning 
techniques. The algorithm can forecast the user’s taste and suggest songs that fit their musical tastes by finding 
patterns and correlations in this data. In these systems, methodologies like content-based filtering, hybrid 
models, and collaborative filtering are frequently employed. A hybrid model improves accuracy by combining 
aspects of both. 
 

 
                                       Fig 2: Flow chart for provided system 
 
4.6 Local Binary Pattern 
LBP is a method for extracting features. The original LBP operator uses decimal numbers, often known as LBPs 
or LBP codes, to indicate the location of each pixel in an image. These numbers represent the local structure 
surrounding each pixel. In a 3X3 neighborhood, each pixel is compared with its eight neighbors by deducting 
the value of the central pixel. As a result, numbers that are negative are encoded with 0 and all other values with 
1. By adding together all of these binary values in a clockwise manner, beginning from one of a pixel’s top-left 
neighbors, a binary number for each pixel is produced. The provided pixel is then labeled using the binary 
number’s corresponding decimal value. The terms “LBPs” or “LBP codes” refer to the resulting binary 
numbers. 

                          
                                                    Fig 3:  The Simple LBP operator 
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                                                  Fig 4: Two extended LBP instances 
4.7 Support vector machine 
SVM is widely used for various pattern recognition tasks. SVM is a state-of-the-art machine learning approach 
based on modern statistical learning theory. SVM can achieve near-optimum separation among classes. SVMs 
are trained to perform facial expression and voice emotion using the features proposed. In general, SVM is the 
maximal hyperplane classification method. 
 
5. SYSTEM DESIGN 
Technology must be integrated into the design of a musical therapy system that detects emotions in speech and 
facial expressions in order to improve the therapeutic outcome. First, the user’s emotional cues will be captured 
and evaluated through their facial movements using facial expression recognition technologies. This could entail 
identifying emotions on the face, including stress, and happiness, using computer vision algorithms. 
The user’s voice’s emotional tonality, pitch, and intensity will each be evaluated concurrently by speech 
emotion detection algorithms. These two data streams will be integrated by the system to provide a 
comprehensive picture of the user’s emotional conditions. 
For example, the system can reply with calming or upbeat music to improve the user’s spirits if the facial 
expression recognition recognizes signals of stress or unhappiness and the vocal emotion detection suggests 
similar emotional states. 
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                                             Fig 5: Block drawing of Provided System 
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                                                 Fig 6: Flowdiagram of Training 
 

                    
                                            
                                                   Fig 7: Flowdiagram of Testing 
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6. CONCLUSION 

By offering a more sophisticated knowledge of clients’ emotional states, the integration of facial expression 
and voice emotion recognition into musical therapy improves its effectiveness. This novel strategy promotes 
a closer relationship between the therapeutic process and people looking to use music for emotional well-
being by enabling tailored and responsive interventions. 
This project analyzes seven distinct facial expressions from photos of various people taken from various 
datasets. In this research, facial expressions are preprocessed, then features are extracted using Local Binary 
Patterns, and finally, speech emotions and face expressions are classified using training datasets of support 
vector machine-based facial images. The datasets were split into training samples and testing samples in an 
8:2 ratios for both training and testing purposes. The dataset’s corresponding precision, recall, and F-score 
were 91.8986%, 83.6142% and 88.9955% respectively. 
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