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 Abstrac—Precise estimation of costs for agricultural consignment shipping is essential for logistics providers as well 
as farmers. In order to preserve their competitiveness and financial stability, logistics providers must maintain 
accurate pricing, while farmers must assess transport costs in order to determine profit margins. Conventional 
approaches frequently depend on set prices or straightforward computations, which ignore the dynamic character of 
the agricultural transportation industry. In order to anticipate agricultural consignment transport prices with 
greater flexibility and accuracy, this paper presents a machine learning (ML) model. By capturing the intricate 
interactions between the several elements driving transit costs, the model seeks to help both parties make more 
educated price decisions. This work offers a viable method for utilizing ML algorithms to forecast agricultural 
consignment shipping pricing. There is a chance that the suggested model will enhance pricing, precision, 
adaptability, and transparency, which are advantageous to agricultural supply chain logistics suppliers as well as 
farmers. 
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1. INTRODUCTION 

 
The foundation of economies around the world is the agricultural sector, which supplies food and raw 

materials to a wide range of sectors. In this industry, the smooth movement of goods from fields to markets 
is largely dependent on the transportation of agricultural consignments. The unpredictability of 
transportation prices, which are impacted by factors like distance, weight of goods, and external economic 
variables like fuel prices, is one of the major issues faced by both farmers and consignment transporters in 
the agriculture consignment sector.  

 
Transportation costs constitute a substantial portion of the overall logistics expenses in the 

agricultural supply chain. Accurate prediction of these costs is essential for consignment transporters to 
optimize their pricing strategies, plan routes efficiently, and enhance overall operational efficiency. For 
farmers, understanding transportation costs are crucial for budgeting and selecting cost-effective 
transportation options. Traditional methods of pricing estimation often lack precision and fail to account for 
the dynamic nature of the factors influencing transportation costs.  

 
 The main goal of this project is to create a predictive model that accurately estimates transportation costs for 

agricultural consignments by using machine learning techniques. The model attempts to provide 
consignment transporters, farmers, and other stakeholders with a dependable tool for more accurate and 
efficient transportation cost prediction by utilizing historical data and taking into account numerous 
pertinent criteria. The methodology involves collecting and preprocessing a comprehensive dataset 
encompassing historical transportation costs, distance travelled, types of goods transported, and other 
pertinent variables. Data preprocessing includes handling missing values, outliers, and ensuring data 
quality. Feature engineering techniques are employed to extract meaningful information from the dataset, 
enhancing the model's ability to capture the underlying patterns in the data. A number of machine learning 
techniques are explored and emphasized, including decision trees, random forests, support vector machines, 
and linear regression. To maximize process efficiency, hyperparameter adjustments are made after the 
model has been trained on a portion of the data. The model's ability to generalize to new data is evaluated 
using cross-validation procedures. 

 
       An essential aspect of this research is the emphasis on model interpretability. The goal is not only to 

predict transportation prices accurately but also to provide insights into the factors driving these 
predictions. A transparent and interpretable model enables stakeholders to understand the model's decision-
making process, fostering trust and facilitating informed decision-making for farmers. 

 
  This paper based on using machine learning approaches to create an intelligent farm consignment 

transporter system. The system will prioritize dynamic pricing, resource allocation, and route optimization. 
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through keeping an eye on conditions, making sure perishables are handled properly, and guaranteeing 
prompt delivery. granting real-time visibility into the transportation process to all farmers and drivers. 
Lowering carbon emissions can be achieved in part by streamlining routes and cutting back on wasted 
mileage. 

 
To evaluate the created model's performance on unobserved data, it is thoroughly validated using a 

different test dataset. Further validation of the model's adaptability and efficacy in real-world scenarios is 
done using real-world data from farm consignment transporters. In order for the model to be easily 
incorporated into farmer and consignment carrier’s daily operations and to function consistently under a 
variety of scenarios, it must first undergo validation. 
 

II. LITERARY REVIEW 
 

Recent study on the topic of vehicle fare prediction has aimed at developing data-driven approaches 
for forecasting future vehicle prices and their trends. 

 
 

1. Ratnakanth G [1] utilised Deep Neural Network that functions same as the human brain. The data 
is preprocessed, and the Min-Max normalisation approach was used to change the values that are already 
present in the dataset in order to obtain excellent performance. Randomised Search CV algorithm is used for 
hyperparameter tuning of the Deep Learning algorithm. Finally, the dataset was visualised using univariate 
analysis, bivariate analysis, and correlative analysis for all of the features in the dataset. 
 
 

2. "A Deep Learning Framework for Cab Fare Prediction" by Xia et al [2]. (2019) - This study 
proposes a deep learning framework for cab fare prediction, which uses historical fare data and traffic data to 
make predictions. 

 
 
3. "Forecasting Cab Fare Prices Using Time Series Analysis and Artificial Neural Networks" by 

Singh et al [3]. (2017) - This study uses time series analysis and artificial neural networks to make 
predictions of cab fare prices and compares the performance of different neural network models. 

 
 
4. "Cab Fare Prediction Using Ensemble Machine Learning Techniques" by Singh et al [4]. (2019) - 

This study uses ensemble machine learning techniques such as bagging, boosting, and stacking to make 
predictions of cab fare prices and compares the performance of the different ensemble methods. 

 
 
5. S. Naveen Prasath et al [5] researched and found out the factors that impact the flight fare 

fluctuations. The paper systematically demonstrates the K-Nearest Neighbours technique to estimate the 
prices at a particular instance using Machine Learning techniques. After doing a comparison of the highest 
and lowest levels of airfare for specific days, weekends, and times of the day, such as morning, evening, and 
night, regression analysis was carried out to predict the flight prices. 
 
 
             6. M. Basyir, M. Nasir, and W. Mellyssa,[6] “Determination of Nearest Emergency Service Office 
using Haversine Formula Based on Android Platform’’. 
7. R. Raja Subramanian et al [7] collected data from MakeMyTrip, Data World and Kaggle to build 
Machine Learning models. The paper uses KNN Regression, Linear Regression, Lasso Regression, Ridge 
Regression, and Random Forest Regression. The models have been implemented using the sci-kit learn 
python library. The research found out the Random Forest Regressor algorithm works the best with high 
accuracy. 

 
 

III. METHODOLOGY 
 

A. Importing Libraries and Dataset  
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The first step is importing different libraries that will help in feature extraction, data analysis and 
model building. Pandas [22] and NumPy [21] are installed in the Jupyter Notebook [30]. Matplotlib [24] 
and Seaborn [23] libraries are installed for visualisations. Next, two datasets consisting of training data and 
test data are installed in the Jupyter Notebook.  

The testing data and the training data have been merged to produce a single dataset in order to make 
the process of Feature  
Engineering more straightforward. The chosen dataset contains both training and testing data, contain 
different features such as the total distance, weight, and the Vehicle type. 

 
B. Data Analysis  

 
For this purpose, only the training dataset is used to perform data analysis. First, the correlation 

between Independent and dependent attributes is found out by using heatmap which is present in the 
seaborn library [23]. Figure 1 displays the results obtained in the form of data visualisation using heatmap. 
 

 
 

 
 

C. Feature Engineering 
 

The data must now be transformed into a format that the model can comprehend. For the model's 
interpretation, several forms of alphabetical or continuous data should then be transformed into numeric 
data. The Pickup Date column in the dataset contains data in the format of   YYYY/MM/DD. For 
simplicity, the Pickup Date column is converted into 3 columns - Date, Month and Year. The original 
column is dropped. Then, the data type of the previous 3 columns is converted to integer type using the 
DataFrame.astype() method [28] function. 

 
The Pickup time is not of consistent format throughout the dataset and may include both time and 

date or solely time. For this reason, the column is structured to display only the time in the format HH: 
MM. The Pickup time is then divided into 2 columns - Hour and Minute. Additionally, the data in the 
column that contains information about the total number of weights has been reformatted such that it will 
appear as a numeric value with an integer datatype. Similarly, all the other columns will be converted to 
numeric values. 

 
       The dataset includes a column labelled "weight," which displays the path that the vehicle takes. If it 

is a vehicle without any goods in between, then the weight   will just provide the village name and the 
market name. Figure 3 displays the weight column in the dataset. 

 

Figure 1. correlation between independent and dependent variable 
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In the test data, the price column is empty and has null values. This research paper considers both 

the test data and train data together. For time being, the price column in test data is filled with the mean of 
the price column in the train data. To use the label encoder [29], it needs to be imported from 
sklearn.preprocessing. Label encoding is used on all the columns of the dataset. The method fit_transform 
is used which is the combination of fit method and transform method, it is equivalent to fit().transform(). If 
we use fit and transform separately when we need both, then it will decrease the efficiency of the model so 
we use fit_transform() which will do both the work. The data is arranged categorically in a systematic 
manner. All the columns have been converted into labels. 
 
 

D. Harversine Formula  
 

In this project the data contains only the pick-up and drop points in longitude and latitude. The fare 
amount will mainly depend on the distance covered between these two points. which is a numeric value and 
explains the distance covered between the pick-up and drop of points. After researching I found a formula 
called haversine formula [6], that determines the distance between two points on a sphere based on their 
given longitudes and latitudes. This formula calculates the shortest distance between two points in a sphere. 

Used in Python : 
 def haversine(df): 
    lat1=np.radians(df["Pickup Latitude"]) 
    lat2= np.radians(df["Dropoff Latitude"]) 
         
  ### Based on the formula x1=drop_lat,x2=dropoff_long 
         dlat=np.radians(df["DropoffLatitude"]-df["Pickup Latitude"]) 
         dlong = np.radians(df["Dropoff Longitude"]-df["Pickup Longitude"]) 
         a = np.sin(dlat/2)**2 + np.cos(lat1) * np.cos(lat2) * np.sin(dlong/2)**2 
         c = 2 * np.arctan2(np.sqrt(a), np.sqrt(1-a)) 
          r = 6371 # Radius of earth in kilometers if we in miles let's use 3956 
          return c * r 

         After executing the haversine function in our project, I got new variable Total distance and some 
instances of data are mentioned below. 

 
E. Model Building using ML  

The model is built using the Random Forest 
Regression [26] Machine Learning algorithm. A random 
forest is a meta estimator that fits a number of classifying 

decision trees on various sub-samples of the dataset and uses averaging to improve the predictive accuracy 
and control over-fitting. It is of two types - Random Forest Classifier and Random Forest Regressor. This 

Figure 2. Dataset 

Figure 3. New variable total distance 



International Journal of New Innovations in Engineering and Technology 

Volume 24 Issue 1 March 2024   1261 ISSN: 2319-6319l 

paper uses Random Forest Regressor. 
The random forest model is a type of additive model that makes predictions by combining decisions from a 
sequence of base models. and the equation is  

g(x)=f0(x)+f1(x)+f2(x)+... 

 
 
This paper discusses the use of Random Forest because 

this algorithm takes less time to train. It also predicts output with 
high accuracy and even for the large dataset, it runs efficiently. 
Random Forest Regressor can maintain accuracy even when a large proportion of the data is missing. The 
features selected for training are vehicle type, pickup location, drop location, Date, Month, Year, weight, 
and so on. Distribution plot of the difference between the actual and predicted values is created. From 
Figure 5, we observe that zero is in abundance and the plot follows normal distribution. This suggests that 
the difference between predicted value and actual value is zero. This ensures good accuracy of the project. 

 
 
F. Model Building and Prediction using Auto SK 
Learn 

Automated Machine Learning will automate 
all the machine learning model building and hypertuning parts. Auto SK Learn is used for this purpose in 
this project. Auto SK Learn only automates the model building part. The preprocessing part needs to be 
done manually. If raw data is passed in the model without any preprocessing, it will cause the model to fail. 
This is because there will be different types of data available - unstructured, numerical, object, alphabetical, 
etc. After performing Auto ML, the top perfectly fitted models are found out. In this case, gradient boosting 
and random forest were the top models. Figure 6 displays the scatter plot obtained of the predicted and 
testing data. The cluster in the scatter plot means that the model has high accuracy and the prediction is 
performed successfully. 

 
 IV. RESULTS AND INFERENCES 

 
The Random Forest Regressor algorithm has a mean absolute error of 28.534, mean squared error of 

4469.7378425 and root mean square error of 66.8560. Coefficient of determination, also called as R² score 
is used to evaluate the performance of a regression model. It is the amount of the variation in the output 

Figure 4. System Architecture Model 
 

Figure 5. Distribution plot 
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dependent attribute which is predictable from the input independent variable(s). A higher value of R² is 
desirable as it indicates better results. The model built gives R² value of 0.97. 

 

 
 
 

 
 

One paper utilises Deep Learning techniques such as Deep neural network [1]. The paper suggests 
that the accuracy obtained by using Deep learning is better than the accuracy obtained using Machine 
learning models. One of the most common limitations of this project is obtaining information because 
data is acquired from websites that book Agriculture consignment transporter. 

 
The paper titled, "Airline Fare Prediction Using Machine Learning Algorithms" predicted a root mean 

square error of 33.36 when Random Forest Regressor algorithm is used [7]. The model used in the paper is 
hypertuned so that the error is reduced. 
 

V. CONCLUSION AND FUTURE WORK 
 
The research paper depicts how using Automated Machine Learning saves the time of model building 

but highlights that the data preprocessing part be done manually and that it cannot be automated. The 
prediction of the consignment rate was carried out successfully using one of the most widely used algorithms 
- Random Forest Regressor. The accuracy achieved is very high which is seen from the distribution plot and 
scatter plot obtained from the training data and testing data. The data visualisation techniques have been 
applied to illustrate the ideology behind the attributes of the dataset. To acquire more reliable findings, more 
accurate data with greater features might be employed. In future I decided to convert web application to 
mobile application for more user convenience. 
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