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ABSTRACT 
Predicting seat availability in public transit systems is essential for improving accessibility and allocating resources as 
efficiently as possible in rural development programs. In order to precisely predict seat vacancy in rural transport 
vehicles, this study suggests a novel method that combines machine learning and image processing approaches. This 
research attempts to offer a reliable predictive model that can adjust to various rural transportation conditions by 
utilizing Convolutional Neural Networks (CNN) and Linear Regression techniques. The initial step of the process is 
gathering image data from rural transport trucks' onboard cameras. These photos show the state of occupancy for the 
seats, which are then pre-processed using CNN to extract pertinent information. Effective depiction of seat occupancy 
data is made possible by 
CNN's ability to understand spatial patterns and dependencies within the images. Utilizing feature engineering, the model 
simultaneously incorporates geographic, demographic, and temporal aspects. A flexible approach called linear regression 
is used to combine these contextual variables with the features extracted from the images, enabling a thorough 
comprehension of the dynamics of seat emptiness.This result offers a unique approach to forecast seat availability in rural 
transportation vehicles by utilizing the combined strengths of machine learning and image processing methods. The 
suggested method helps to increase rural areas' accessibility to transportation and makes better use of resources by 
strengthening decision-making abilities in rural development projects. 
Keywords:Convolutional Neural Networks (CNN), Linear Regression, Seat Vacancy prediction, Machinelearning ,Image 
processing.
 

INTRODUCTION 
For remotepopulations, public transportation is a lifeline since it makes it easier to access social events, work 
opportunities, education, and basic necessities. Nevertheless, there are specific difficulties in monitoring and 
forecasting seat vacancy while trying to maximize the effectiveness of rural transportation systems. Precise 
prediction of seat availability is essential to guaranteeing passenger contentment, allocating resources, and 
maintaining the overall efficiency of the transportation system. Conventional techniques for predicting seat 
vacancies frequently depend on labour-intensive manual counting or oversimplified statistical models, which may be 
imprecise and unable to adequately represent the dynamic nature of demand for rural transportation. This research 
suggests a novel method to anticipate seat availability in rural transportation vehicles by combining machine 
learning and image processing techniques in response to these difficulties. This study attempts to create a reliable 
predictive model that can precisely predict seat availability in various rural transit settings by utilizing the power of 
Convolutional Neural Networks (CNN) for image analysis and Linear Regression for contextual integration In terms 
of seat vacancy prediction, the combination of machine learning and image processing is revolutionary and has 
several benefits. The suggested method provides timely and precise data for analysis by utilizing onboard cameras 
mounted in rural transport vehicles to enable real-time monitoring of seat occupancy. Seat occupancy data can be 
effectively represented without the need for human intervention thanks to CNN's ability to understand spatial 
patterns and dependencies within the images. Moreover, the suggested method provides a thorough grasp of seat 
vacancy dynamics by integrating demographic, geographic, and temporal variables into the prediction model via 
feature engineering and linear regression. By taking into consideration multiple contextual factors that impact 
transportation demand, this all-encompassing method improves the precision and dependability of seat availability 
forecasts. The practical consequences for rural development programs and transportation planning, the value of this 
research goes beyond academic interest. The suggested method helps make educated decisions, enabling resource 
efficiency and enhanced transportation accessibility in rural areas by giving transport authorities useful information 
about seat vacancy trends. In summary, by developing a unique framework for seat vacancy prediction that 
combines machine learning and image processing techniques, this study fills a significant need in the management 
of rural transportation. The suggested strategy seeks to improve the sustainability, efficacy, and efficiency of rural 
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transportation networks through empirical assessment and validation, thereby advancing the socioeconomic 
advancement of rural areas. 
OBJECTIVES 
⮚ Create a machine learning model that accurately predicts seat vacancy in rural transport vehicles, leveraging 

both image processing with CNN and contextual data integration with linear regression. 
⮚ Improve the efficiency and effectiveness of rural transport planning by providing transport authorities with 

actionable insights into seat vacancy dynamics, enabling optimized resource allocation and scheduling. 
⮚ Utilize the predictive model to dynamically adjust transportation resources, such as vehicles and schedules, 

based on real-time seat vacancy predictions, thereby maximizing resource utilization and minimizing 
inefficiencies. 

⮚ Enhance passenger satisfaction by ensuring adequate seating availability through proactive management of seat 
vacancy, leading to a more comfortable and reliable rural transport experience. 

⮚ Contribute to the socio-economic development of rural areas by improving transport accessibility, facilitating 
access to essential services, education, employment opportunities, and social activities through optimized rural 
transport systems. 

⮚ Conduct thorough evaluation and validation of the predictive model using historical data on seat occupancy and 
contextual factors to assess its accuracy, reliability, and scalability across different rural transport scenarios. 

⮚ Investigate the scalability and generalizability of the developed model to diverse rural environments with 
varying demographic and geographic characteristics, ensuring its applicability across different regions. 

⮚ Provide transport authorities with a decision-support tool that enables informed decision-making regarding rural 
transport planning and management, ultimately leading to more efficient and sustainable transport systems. 

⮚ Advance academic knowledge in the fields of machine learning, image processing, and transportation planning 
by exploring innovative approaches to seat vacancy prediction in rural transport systems and publishing 
research findings in relevant academic journals or conferences. 

⮚ Address the needs and requirements of stakeholders, including transport authorities, rural communities, and 
policymakers, by developing a predictive model that aligns with their objectives and priorities for rural 
development and transport accessibility. 

 
LITERATURE REVIEW 

In this paper, combining the advantages of the two prediction models, this paper proposes a long short-term memory 
(LSTM) and Artificial neural networks (ANN) comprehensive prediction model based on spatialtemporal features 
vectors. The long-distance arrival-to-station prediction is realized from the dimension of time feature, and the short-
distance arrival-to-station prediction is realized from the dimension of spatial feature, thereby realizing the bus-to-
station prediction (1).In this work we will use Machine Learning Classification and ensemble techniques on a 
dataset to predict diabetes. Which are K-Nearest Neighbor (KNN), Logistic Regression (LR), Decision Tree (DT), 
Support Vector Machine (SVM), Gradient Boosting (GB) and Random Forest (RF) (2). In this paper proposed a 
combination of Convolutional Neural Networks (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) 
models, with Doc2vec embedding, suitable for opinion analysis in long texts. The CNN-BiLSTM model is 
compared with CNN, LSTM, BiLSTM and CNN-LSTM models with Word2vec/Doc2vec embeddings (3).This 
article aims to design a face recognition attendance system based on real-time video processing. This article mainly 
sets four directions to consider the problems: the accuracy rate of the face recognition system in the actual check-in, 
the stability of the face recognition attendance system with real-time video processing, the truancy rate of the face 
recognition attendance system with real-time video processing and the interface settings of the face recognition 
attendance system using real-time video processing (4). 
 
METHODOLOGY 
1. Data Collection 
⮚ Install onboard cameras in rural transport vehicles to capture images of seat occupancy. 
⮚ Collect historical data on seat occupancy, including images and corresponding metadata (e.g., timestamps, route 

information). 
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Fig1: Image data set-1 

 
Fig2: Image data set-2 

2. Image Preprocessing 
⮚ Preprocess the captured images to enhance quality and reduce noise. 
⮚ Resize images to a standardized resolution to ensure consistency. 
⮚ Augment the dataset if necessary to increase diversity and robustness. 

 
800 x 600 pixels 

3. Feature Extraction with CNN 
⮚ Utilize Convolutional Neural Networks (CNN) for feature extraction from the pre-processed images. 
⮚ Train the CNN model on the dataset of labeled images to learn spatial patterns and dependencies related to seat 

occupancy. 
⮚ Extract relevant features from the CNN's intermediate layers, such as activations or embeddings, to represent 

seat occupancy information. 
4. Contextual Data Integration 
⮚ Collect contextual data including demographic, geographic, and temporal factors that may influence seat 

vacancy. 
⮚ Encode categorical variables and normalize numerical variables for compatibility with machine learning 

algorithms. 
5. Model Development 
⮚ Develop a predictive model that combines the extracted features from CNN with contextual data using Linear 

Regression. 
⮚ Concatenate the CNN-derived features with the contextual variables as input to the Linear Regression model. 
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⮚ Split the dataset into training, validation, and testing sets to evaluate model performance. 

 
Fig 4: Training data set 

6. Model Training and Validation 
⮚ Train the predictive model on the training set using gradient descent optimization to minimize the loss function. 
⮚ Validate the model on the validation set to monitor performance metrics such as Mean Absolute Error (MAE), 

Mean Squared Error (MSE), and R-squared. 
7. Hyperparameter Tuning 
⮚ Perform hyperparameter tuning to optimize the model's performance, including adjusting learning rates, 

regularization parameters, and network architecture if applicable. 
⮚ Utilize techniques such as cross-validation and grid search to identify optimal hyperparameters. 
8. Model Evaluation 
⮚ Evaluate the final trained model on the testing set to assess its generalization performance. 
⮚ Compare the predicted seat vacancy levels against ground truth observations to measure the model's accuracy 

and reliability. 
8.1 Model Evaluation Parameters 

⮚ True Positive 
⮚ True Negative  
⮚  False Positive  
⮚  False Negative 

FIOW CHART  
 
 
 
 
 
 
 
Software used 

⮚ OpenCV(image 
processing) 
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⮚ AnacondaJupiterNoteBook/Google collaboratory 
⮚ Microsoft Excel  
⮚ Windows 8 and above 
⮚ Python IDE 3 

 
ML Libraries  

⮚ NumPy 
⮚ Pandas 
⮚ Sciait-learn 
⮚ Tensor flow 
⮚ Matplotlib 
⮚ Open CV 
⮚ pyTorch 
⮚ Keras 

 
Programming languages 

⮚ Python 3 
 
Hardware used 

⮚ Camera module  
⮚ PC With OS Installed  

 
CONCLUSION 
In summary, this project developed a predictive system for rural transport seat vacancy using machine learning and 
image processing. By integrating Convolutional Neural Networks (CNN) and Linear Regression, it accurately 
forecasts seat availability, aiding resource allocation and transport accessibility in rural areas. Empirical evaluation 
confirmed its effectiveness, promising enhanced rural development and socio-economic growth through optimized 
transport planning and management. 
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