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Abstract-- Bone marrow transplantation (BMT) is a critical procedure for treating various hematological disorders 
and malignancies. However, predicting patient outcomes following BMT remains challenging due to the complex 
interplay of numerous factors. This study presents a novel predictive model specifically designed to forecast the 
outcomes of bone marrow transplantation. The predictive model incorporates a comprehensive set of clinical, 
demographic, and genetic variables collected from a large cohort of BMT patients. These variables encompass crucial 
factors such as patient age, underlying disease, pre-transplant conditioning regimen, HLA matching, donor type, and 
graft-versus-host disease (GVHD) prophylaxis strategies. Utilizing advanced machine learning algorithms, the model 
was trained on retrospective data to capture intricate patterns and establish accurate predictions.  
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I. INTRODUCTION 

Bone marrow transplantation (BMT) is a vital treatment modality for a range of hematological disorders and 
malignancies, including leukemia, lymphoma, and severe aplastic anemia. It involves the infusion of healthy 
hematopoietic stem cells into patients to restore their blood cell production and immune system function. While 
BMT offers the potential for cure or long-term remission, it is a complex procedure associated with significant 
risks and variability in patient outcomes. 
 
The ability to accurately predict the outcomes of bone marrow transplantation is of paramount importance in 
clinical practice. Predictive models that can estimate the likelihood of engraftment success, overall survival, 
relapse rates, and the occurrence and severity of graft-versus-host disease (GVHD) can aid healthcare providers 
in risk stratification, treatment planning, and personalized care for BMT patients. By identifying patients at 
higher risk of adverse outcomes, clinicians can optimize transplant strategies, implement targeted interventions, 
and improve overall patient management. 
 
In recent years, advancements in data collection and analysis techniques, coupled with the power of machine 
learning algorithms, have enabled the development of sophisticated predictive models in various medical 
domains. However, the creation of a robust predictive model specifically tailored to bone marrow 
transplantation outcomes remains a challenging endeavor. The multifactorial nature of BMT, encompassing 
variables such as patient age, underlying disease, pre-transplant conditioning regimen, HLA matching, donor 
type, and GVHD prophylaxis strategies, requires a comprehensive approach to capture the complexity and 
heterogeneity of patient outcomes. 
 
In this paper, we present a novel predictive model designed to forecast the outcomes of bone marrow 
transplantation. The model integrates a wide range of clinical, demographic, and genetic variables obtained from 
a large cohort of BMT patients. By leveraging advanced machine learning algorithms and utilizing retrospective 
data, the model aims to capture intricate patterns and establish accurate predictions regarding key transplantation 
outcomes. 
 
The primary objective of this study is to develop a reliable and practical tool for risk stratification and treatment 
planning in the context of bone marrow transplantation. The predictive model's performance will be rigorously 
evaluated using an independent dataset of BMT patients to assess its generalizability and clinical utility. 
Furthermore, the model's ability to evaluate the impact of different factors on transplantation outcomes will 
contribute to the advancement of personalized medicine in the field of hematopoietic stem cell transplantation. 
 
The findings of this study have the potential to enhance patient care and optimize treatment strategies in bone 
marrow transplantation. By providing clinicians with an effective predictive model, we aim to empower 
healthcare providers with valuable insights for informed decision-making and improved patient outcomes.  
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Figure 1: Born Marrow 

 
In the human body, bone marrow consists of two types: red marrow and yellow marrow. Red marrow is 
responsible for producing blood cells, including red blood cells, white blood cells, and platelets. It is primarily 
found in the flat bones, such as the hip bones, sternum, ribs, and skull. Yellow marrow, on the other hand, is 
composed mainly of fat cells and has a lesser role in blood cell production. It is typically found in the long 
bones, such as the femur and humerus. If you have any additional details or a specific question regarding yellow 
and red marrow, please provide more context so that I can assist you better. 

Bone marrow transplant: 
Bone marrow transplant (BMT), also known as hematopoietic stem cell transplant (HSCT), is a medical 
procedure that involves the replacement of damaged or diseased bone marrow with healthy stem cells. The 
primary goal of a BMT is to restore the normal functioning of the hematopoietic system, which produces blood 
cells. BMT is commonly used to treat various hematological disorders, such as leukemia, lymphoma, and certain 
genetic disorders affecting the bone marrow. The procedure typically involves obtaining stem cells either from a 
compatible donor (allogeneic transplant) or from the patient's own body (autologous transplant). Before the 
transplant, the patient undergoes conditioning therapy, which may include chemotherapy, radiation, or a 
combination of both, to eliminate any remaining diseased cells and create space for the transplanted cells to 
grow. BMT carries inherent risks, such as graft-versus-host disease (GVHD) in allogeneic transplants and 
complications related to immunosuppression. However, it also offers the potential for a cure or long-term 
remission for many patients, making it a crucial treatment option in the field of oncology and hematopoietic 
disorders. 
Machine learning is a branch of artificial intelligence that focuses on the development of algorithms and models 
capable of learning and making predictions or decisions based on data. It involves training a computer system to 
recognize patterns, identify relationships, and extract insights from complex datasets. Machine learning 
techniques have found application in various domains, including healthcare. 
 
In the context of bone marrow transplant (BMT), machine learning can play a significant role. With the 
multitude of factors and variables that influence BMT outcomes, developing accurate predictive models 
becomes essential. Machine learning algorithms can analyze vast amounts of patient data, including clinical, 
demographic, and genetic information, to identify patterns and establish predictive models for BMT outcomes. 
These models can help clinicians in risk stratification, treatment planning, and personalized care for BMT 
patients. By leveraging machine learning, healthcare professionals can gain valuable insights into factors that 
affect engraftment success, overall survival, relapse rates, and the occurrence of graft-versus-host disease 
(GVHD). This can lead to improved decision-making, optimized transplant strategies, and enhanced patient 
outcomes in the field of bone marrow transplantation. 
 
These are the following types of machine learning algorithms commonly used in the context of bone marrow 
transplant: 
 
Supervised Learning: This type of machine learning involves training a model on labeled data, where the input 
features and corresponding output labels are known. In the context of BMT, supervised learning algorithms can 
be used to develop predictive models for outcomes such as engraftment success, overall survival, relapse rates, 
and GVHD occurrence. Examples of supervised learning algorithms include decision trees, random forests, 
support vector machines (SVM), and logistic regression. 
 
Unsupervised Learning: Unlike supervised learning, unsupervised learning algorithms analyze unlabeled data, 
seeking to uncover hidden patterns or groupings within the dataset. In the context of BMT, unsupervised 
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learning algorithms can be used for tasks such as clustering similar patient profiles or identifying subtypes of 
diseases that may impact transplant outcomes. Examples of unsupervised learning algorithms include k-means 
clustering, hierarchical clustering, and principal component analysis (PCA). 
 
Ensemble Learning: Ensemble learning combines multiple machine learning models to make more accurate 
predictions or decisions. In the context of BMT, ensemble learning techniques can improve the robustness and 
generalization of predictive models. Examples of ensemble learning algorithms include random forest, gradient 
boosting, and stacking. 
 
Deep Learning: Deep learning is a subset of machine learning that focuses on training artificial neural networks 
with multiple layers, known as deep neural networks. These networks can automatically learn complex 
representations from the data, making them suitable for tasks such as image analysis, genomics, and natural 
language processing. In the context of BMT, deep learning algorithms can be used to analyze medical images, 
genomic data, or electronic health records to extract meaningful features or patterns. 
 
It is important to note that different machine learning algorithms have different strengths and limitations, and 
their selection depends on the specific research question, available data, and desired outcomes in the context of 
bone marrow transplant. 

II. MACHINE LEARNING ALGORITHMS 

 
Machine learning algorithms are computational methods that enable machines to learn from data and make 
predictions or decisions without being explicitly programmed. In the context of bone marrow transplant, various 
machine learning algorithms can be employed to analyze patient data and develop predictive models for 
outcomes, risk stratification, and treatment planning. Some commonly used machine learning algorithms in this  

 
Figure 2: Feature Selection 

domain include: 
 
Decision Trees: Decision tree algorithms create a hierarchical structure of decisions based on features in the data. 
They can be used to predict outcomes and identify important variables in bone marrow transplant, such as donor 
type, HLA matching, and conditioning regimen. 
 
Random Forest: Random forest is an ensemble learning algorithm that combines multiple decision trees to 
improve prediction accuracy. It can handle high-dimensional data and capture complex relationships between 
variables, making it useful for outcome prediction and feature selection in bone marrow transplant. 
 
Support Vector Machines (SVM): SVM is a supervised learning algorithm that separates data points into 
different classes using a hyperplane. SVMs have been applied to predict transplant outcomes based on patient 
characteristics, genetic factors, and treatment protocols. 
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Neural Networks: Neural networks, particularly deep learning models, are designed to mimic the structure and 
function of the human brain. They can analyze complex patterns and relationships in large datasets, making 
them suitable for tasks like image analysis and genomic data processing in the context of bone marrow 
transplant. 
 
Bayesian Networks: Bayesian networks are probabilistic graphical models that represent variables and their 
dependencies using directed acyclic graphs. They can capture causal relationships and uncertainty in bone 
marrow transplant data, aiding in decision-making and risk assessment. 
 
Gradient Boosting: Gradient boosting is an ensemble learning technique that combines weak predictive models 
sequentially, focusing on the misclassified or difficult-to-predict instances. It can improve the performance of 
prediction models in bone marrow transplant by reducing errors and increasing accuracy. 
 
Clustering Algorithms: Unsupervised learning algorithms like k-means clustering or hierarchical clustering can 
group similar patient profiles or identify distinct subtypes of diseases, providing insights into potential risk 
factors or treatment response in bone marrow transplant. 
 
These machine learning algorithms, among others, offer valuable tools for analyzing complex patient data, 
identifying patterns, and making predictions in the field of bone marrow transplant. The choice of algorithm 
depends on the specific research objectives, available data, and the desired level of interpretability and accuracy. 
     

 
Missing values: 
Missing values refer to the absence or lack of data for certain variables or features in a dataset. Dealing with 
missing values is a common challenge in machine learning, as many algorithms cannot handle missing data 
directly. Therefore, it is important to address missing values before training a machine learning model to ensure 
accurate and reliable predictions. 
 
Here are a few common approaches for handling missing values in machine learning: 
 
Deletion: In this approach, rows or columns containing missing values are removed from the dataset. If the 
missingness is minimal and random, this method can be effective. However, it may lead to loss of valuable 
information, especially if the missingness is not random. 
 
Imputation: Imputation involves filling in missing values with estimated or imputed values. Common 
imputation techniques include replacing missing values with the mean, median, or mode of the corresponding 
feature. Other approaches include regression imputation, where a regression model is used to predict missing 
values based on other variables, or multiple imputation, which generates multiple imputed datasets based on 
statistical models. 
 
Indicator variables: Another approach is to create indicator variables that indicate the presence or absence of 
missing values for a particular feature. This allows the machine learning algorithm to capture any patterns or 
relationships associated with missingness. 
 
Advanced imputation techniques: Several advanced imputation methods, such as k-nearest neighbors (KNN) 
imputation, expectation-maximization (EM) algorithm, or iterative imputation methods, utilize information from 
other variables to estimate missing values more accurately. 
 
The choice of method depends on factors such as the amount and pattern of missing data, the characteristics of 
the dataset, and the specific requirements of the machine learning algorithm. It is important to carefully handle 
missing values to prevent bias, distortion, or incorrect model predictions. 
Eensembling: 
Ensembling in machine learning refers to the technique of combining multiple individual models, known as base 
models or weak learners, to create a more powerful and accurate predictive model. Ensembling leverages the 
diversity of the base models to improve overall prediction performance and generalization ability. It is based on 
the principle that combining multiple models can lead to better results than relying on a single model. 
 
There are two common types of ensembling techniques: 
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Bagging (Bootstrap Aggregating): Bagging involves training multiple base models independently on different 
subsets of the training data. Each base model is trained on a random sample of the original dataset, typically 
obtained through bootstrapping (sampling with replacement). The final prediction is obtained by aggregating the 
predictions of all base models, typically through majority voting (classification) or averaging (regression). 
Bagging helps reduce the variance and overfitting of individual models, resulting in improved prediction 
accuracy and robustness. 
 
Boosting: Boosting is an iterative process that focuses on sequentially training weak learners to improve their 
performance. Each weak learner is trained to correct the mistakes made by the previous models, with more 
emphasis placed on the misclassified instances. The final prediction is obtained by combining the predictions of 
all weak learners, often through weighted voting or weighted averaging. Boosting aims to reduce bias and 
improve both the accuracy and generalization ability of the ensemble. 
 
Ensembling can be applied to various machine learning algorithms, such as decision trees, random forests, 
support vector machines (SVM), or neural networks. It can be particularly effective when the base models are 
diverse in their behavior and predictions. 
 
Ensembling techniques offer several benefits, including improved prediction accuracy, better handling of 
complex patterns, increased robustness to outliers and noise, and enhanced generalization to unseen data. 
However, ensembling may increase model complexity and computational requirements, and it may be more 
challenging to interpret and understand the combined predictions. 
 
Common ensembling algorithms include Random Forests, Gradient Boosting Machines (GBM), AdaBoost, 
XGBoost, LightGBM, and Stacking. The choice of ensembling technique depends on the specific problem, the 
nature of the data, and the trade-offs between accuracy, interpretability, and computational resources. 
 

III. METHODOLOGY 

We are defining the proposed methodology into two parts, the first is Generalized and the second is phase-wise 

association. 

Generalized: 
 
In Generalized, we are taking the first step to import the data. Imported data sets, it’s mean taking data from the 
UCI machine learning repository. Our data is not according to our requirements, so that’s why we need to 
preprocess the imported data, which means converting the data as per user requirements. 
 
 
 
 

 
Figure 3: Generalized Methodology 
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Phase-wise Association 
 

 
 

Figure 4: Phase-wise Methodology 
 
 

IV. RESULT AND DISCUSSION: 
Table1: Root Mean Square 

Algorithm original consistent balanced 

Guassian Process 0.31 0.31 0.27 

Multilayer Perceptron 0.43 0.40 0.30 

Smoreg 0.36 0.36 0.29 

IBK 0.6 0.61 0.36 

Decision Table 0.3 0.31 0.25 

Random Forest 0.29 0.30 0.21 

 
 
 
 

 
 

Figure 5: Root Mean Square 
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Table2: Mean Absulate Error 
Algorithm original consistent balanced 

Guassian Process 0.26 0.26 0.21 

Multilayer Perceptron 0.28 0.25 0.15 

Smoreg 0.30 0.26 0.20 

IBK 0.36 0.30 0.13 

Decision Table 0.13 0.13 0.09 

Random Forest 0.26 0.20 0.15 

 

 

                           
 

Figure 6: Root Mean Square 

 
 

Table3: Accuracy 

 
Algorithm original  consisitent balanced 

Guassian Process 73.87 74.2 79.21 

Multilayer Perceptron 71.99 75.02 85.09 

Smoreg 69.53 74.25 80.2 

IBK 63.64 70.25 86.91 

Decision Table 86.57 87.24 90.86 

Random Forest 73.93 79.85 84.72 
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Figure 7: Acuracy 

 

V. CONCLUSION 

We ready our model to predicate the transplantation of bone marrow. The success rate of performance is a very 
important factor for a good model. Many Researchers proposed their prominent research, methodology, 
technology, and models related to bone marrow transplants. So for that, we read out the no of previous papers of 
various researchers. After reviewing their performance, we have to optimize for the same problem i.e. bone 
marrow transplant. Here we examined some parameters like mean absolute error, accuracy, etc. by using six 
machine learning algorithms. With the help of balancing, consistent, missing values, and ensemble techniques. 
we have to improve our model’s performance. So we got more accuracy by using an ensemble in our model. 
Ensemble assists to improve the performance of our model. 
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