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Car Price Detection using Machine Learning 
Techniques 

 
Abstract-This paper represents a machine learning-based car price detection system that helps the consumer to detect the 
price of cars. We have used the car price dataset from Gaggle. Features in the dataset that are used for the detection of 
car price include: Car size, Car width, Engine size, Engine type, Horsepower, etc. We used linear regression and also 
determine the relationship between price and these features. 
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I.  INTRODUCTION 
With new automobile models being released each year, the automotive industry has seen substantial expansion 

and change throughout the years. The cost of an automobile is a significant aspect that affects consumers’ decisions. 
Several elements, like a car's features, mileage, year of production, model, horsepower, fuel type, etc., have an impact 
on its pricing. Car purchasers want precise information about the cost of automobiles depending on their 
characteristics to make informed purchases. Several sectors, including the automobile industry, have found 
applications for machine learning techniques. Machine learning techniques may be applied in the automobile sector to 
create models that can forecast car pricing depending on their qualities. This can give automobile buyers and sellers 
important knowledge to help them make wise decisions. A statistical method for determining a link between 
dependent and independent variables is linear regression. The price of the automobile is the dependent variable in the 
instance of car price detection, while the attributes of the car are the independent variables. Based on the correlation 
between the price and the attributes of the automobile, the application of linear regression in the construction of a car 
price detection model can produce precise predictions. 
A. Machine Learning 
 Computer science and artificial intelligence's branch of machine learning focuses on creating models and 
algorithms that let computers learn and make judgments or predictions. Large datasets are analyzed to find patterns or 
insights that may be utilized to make precise predictions or judgments.  In supervised learning, the machine learning 
algorithm attempts to learn how to translate inputs to outputs by being trained on labelled data, when the right 
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response is already known. In unsupervised learning, the algorithm searches for patterns and correlations in the data 
on its own without being provided any labelled data. Training an agent to operate in a way that maximizes a reward 
signal is a part of reinforcement learning.  
B. Industry of Mobiles 
 A significant worldwide industry, the automobile sector manufactures a variety of vehicles, including 
automobiles, trucks, buses, and motorbikes. The sector has experienced tremendous technical developments and 
advancements over the past several decades, including the creation of electric and autonomous cars as well as a rise in 
the usage of cutting-edge materials and production processes.  
 The development of autonomous vehicles is one of the key areas where machine learning is being employed in the 
automotive sector. Self-driving cars can now make judgments based on real-time data inputs from sensors, cameras, 
and other sources. For instance, a self-driving car may utilize machine learning to detect and identify items like other 
cars, people, and traffic signals. Self-driving cars can utilize machine learning to make judgments on how to handle 
tricky road situations, such merging into highways, changing lanes, and dodging objects. Predictive maintenance is 
another area in which machine learning is being used in the car industry. To assist save downtime and lower 
maintenance costs, machine learning algorithms may be used, for instance, to evaluate data from sensors on industrial 
equipment to spot possible problems. In order to save waste and boost overall efficiency, machine learning may also 
be utilized to optimize production scheduling and inventory management. In general, the use of machine learning in 
the automotive sector is fostering important improvements and innovations that will ultimately increase vehicle 
efficiency, safety, and dependability. 
 

II. PROPOSED ALGORITHM 
 

 
 
 
 
 
 

 
 
 
 

 
 
 
 
 

 
Fig. 1. System Architecture 

A. Load input data 
Using a library or package like pandas, jumpy, or sickie-learn, you can load data from a file, such a CSV or Excel 
spreadsheet. These libraries support a variety of file types and include methods for reading and processing the data. 
The data set was obtained from Gaggle and is intended to be used as input. Creating a dataset of automotive specs and 
costs is the first step. The brand, model, year, number of doors, engine size, horsepower, and cost of the car should all 
be included in this information. The process of gathering information on automobile pricing and their characteristics 
from dependable sources entails loading input data for a machine learning model for the identification of car price. To 
guarantee the model's accuracy and dependability, the dataset must be representative of the whole automobile 
population. 
B. Data Preprocessing 
Before input data is utilized, it must be cleaned, transformed, and normalized as part of the machine learning process. 
It is crucial because the performance of the model might be adversely affected by noise, outliers, or inconsistencies in 
the raw data. The dataset is then prepared and cleaned to make sure it can be used to train the model. This could entail 
categorizing coding, normalizing characteristics, and managing missing values. To prepare the input data for model 
training, it comprises cleaning and transformation. Throughout the dataset, look for any missing values and decide 
how to manage them. Rows without values can either be deleted or have an appropriate value, such the mean or 
median of the column, imputed to them. 
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C. Feature Extraction 
The process of choosing and modifying the input characteristics that will be used to generate predictions is known as 
feature extraction, and it is a crucial stage in the development of a machine learning model. Finding the characteristics 
that will have the most influence on the target variable and are the most pertinent and informative is the aim of feature 
extraction. This is the procedure for selecting the model's most relevant attributes. This can be accomplished using 
methods like correlation analysis, principal component analysis, or feature significance estimations using decision-
tree-based algorithms. 
D. Linear regression applied to prediction 
A continuous target variable may be predicted using the supervised learning process of linear regression using a 
collection of input characteristics. Finding a linear relationship between the input characteristics and the target 
variable is the aim, and predictions about brand-new data are to be made using this relationship. Separate the data into 
two groups: a training set for the model's training and a testing set for the model's performance assessment. Construct 
a linear regression model, then fit the test data to it. This entails determining the optimum linear equation coefficients 
for the training data. Predict the car's price based on its attributes using the trained linear regression model. The 
anticipated price will be produced as a continuous number by the model. It entails loading the trained model, 
processing the test data beforehand, forecasting the price, assessing the model's performance, and, if required, 
improving the model. 
 
 
 
 
 
 
 

 
 
 
 

 
Fig. 2. Graphical representation of linear regression 

 
III. EXPERIMENT AND RESULT 

The dataset for this experiment is taken from Gaggle. The dataset is split into two halves after the feature extraction. 
The training set consists of seventy percent of the data and the testing set consists of thirty percent of data. The 
training set consist of a lot to make sure that the model makes better prediction than the previous model demising 
auto encoder with convolution operation(DAECO). Linear regression is applied as the final part and the accuracy of 
the training and testing set are predicted. A graph is plotted for visualization.  
  
 

 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 3. Splitting the dataset 
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Fig. 4. Graph visualization 

 
A graph is plotted between the actual price and the predicted price for both the testing and the training data. R 
squared error is calculated to analyze the model’s efficiency. The accuracy of the training and testing set are 
calculated. The training dataset gives the accuracy around 85% and the testing set has the accuracy around 83%. The 
speed and accuracy of the model is compared with the previous model. The DAECO model requires larger dataset 
for prediction. The Linear regression model can perform well on smaller datasets and speed of execution is 
compared to the previous model. 
Building a car price detection model using machine learning methods and linear regression requires careful 
consideration of the results. To make sure the model is accurate and dependable in forecasting automobile prices, it 
is crucial to assess its performance on test data once the model has been trained. To make sure the model is accurate 
and dependable in forecasting automobile prices once it has been refined, it is essential to validate it using fresh 
data. Building a car price identification model using machine learning methods and linear regression requires a vital 
step called result analysis. It entails assessing the model's effectiveness, identifying potential areas for improvement, 
improving the model, validating the model, and informing stakeholders of the findings. 

 
 
 
 
 

 
 

 
 

 
 

Fig. 3. Graph comparison 
 

IV. CONCLUSION 
In conclusion, developing a machine learning-based linear regression model for automobile pricing identification is 
a challenging but crucial procedure. The model depends on reliable input data, efficient feature extraction methods, 
efficient pre-processing methods, and a trained linear regression model. To make sure the model is accurate and 
dependable in forecasting automobile prices, the performance must be examined and improved. It is feasible to 
develop an accurate and dependable automobile price detection model that may assist stakeholders in making 
decisions based on actual data, despite the fact that linear regression is a common and efficient machine learning 
approach. However, it is essential to keep in mind that the application of machine learning algorithms to the 
predictions of car price has some drawbacks. It is necessary to carefully consider and address potential biases in the 
data that is utilized to train the algorithms. 
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