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Abstract -This paper represent Deep Learning based Sign language recognition that helps for primary 
communication medium between normal persons and hearing impairments. This language depends mainly on hand 
articulations accompanied by no manual gestures. Recently, there has been a growing interest in sign language 
recognition. In this paper, we propose a trainable deep learning network for isolated sign language recognition, by 
using Yolo v3 algorithm which can effectively isolated the sign language from the video frame. Sign Language 
Recognition system takes an input expression from the hearing impaired person and gives output to the normal 
persons in the form of text or voice. 
Keyword: Sign Language Recognition, Deep Learning, Yolo v3 

 
I.INTRODUCTION 

 
Sign language recognition has gained a lot of attention in recent years for automatic explanations by computer 
or a robot. There are many application scenarios of this research, which can help deaf-dumb people 
communicate with others in public areas such as hospitals, banks, and train stations. The development of this 
research will greatly reduce the inconvenience of deaf-dumb people's lives. There are millions of deaf-dumb 
people in the world communicating by sign language, the  communication between the normal people and 
hearing impaired people is complicated for some times so we designing a Sign Language Recognition system tis 
very meaningful and valuable for normal people to understand them. In this paper, we investigate a real-time 
American Sign Language recognition system and we propose a technique to extract key postures for handling 
the variations in the sign samples performed by different signers. Sign language interpretation methods aim at 
automatically translating sign languages. Such a process involves mainly two tasks, namely, word-level sign 
language recognition and sentence-level sign language recognition. In this paper, we target at word-level 
recognition task for American Sign Language (ASL) considering that it is widely adopted by deaf communities. 
To recognize sign language using accumulative video motion and deep learning, large datasets of sign language 
videos can be annotated with labels indicating which signs or gestures are being performed. Deep learning 
models can then be trained on these datasets to recognize the individual signs or gestures. Recent research has 
focused on using a combination of CNNs and RNNs, or a 3D-CNN, to analyses both the static and temporal 
features of sign language video data. These deep learning models can recognize both non-abstract and abstract 
signs, which can be particularly challenging since abstract signs may not have a clear corresponding word or 
meaning in spoken language. The isolated sign language recognition using accumulative video motion and deep 
learning has the potential to improve communication and accessibility for people who use sign language. 
Further research and development are needed to improve the accuracy and robustness of these models for real-
world applications. The isolated sign language recognition by accumulative video motion using deep learning is 
a promising approach for improving the accuracy and performance of sign language recognition systems.  
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Figure 1: ASL sign of “Alphabet” 

 
 

II. LITERATURE SURVEY 
 

A analysis of the literature for the proposed framework reveals that many attempts have been made to tackle 
sign recognition in videos and images using various methods and algorithms. 
 
[1]. Tse-Yu Pan, Li-Yun Lo, Chung-Wei Yeh, Jhe-Wei Li, Hou-Tim Liu, Min-Chun Hu published the paper real 
time Sign Language Recognition. Three kinds of features are combined to describe the contours and the salient 
points of hand gestures. Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA), and 
Support Vector Machine (SVM) are integrated to construct a novel hierarchical classification scheme. The 
average recognition accuracy for the CSL dataset is 90%. As for the ASL dataset, we also achieve the 
recognition accuracy of 85%, which is better than the stacked denoising sparse autoencoders method. 
 
[2].Salem Ameen, Sunil Vadera published A convolutional neural network to classify American Sign Language 
fingerspelling from depth and color images this paper explores the applicability of deep learning for interpreting 
sign language and develops a convolutional neural network aimed at classifying fingerspelling images using 
both image intensity and depth data. The developed convolutional network is evaluated by applying it to the 
problem of fingerspelling recognition for American Sign Language. The evaluation shows that the developed 
convolutional network performs better than previous studies and has precision of 82% and recall of 80%. 
Analysis of the confusion matrix from the evaluation reveals the underlying difficulties of classifying some 
particular signs, which are discussed in the paper. 
 
[3].Rise Shaw Mary Thuman published 3D Convolutional Neural Network was used to recognize 25 gesture 
from an Arabic Sign.The value of ASL academic papers for students, both personally and academically, became 
apparent almost immediately. We saw growth in the development of students’ critical thinking skills and 
language skills as a result of the process of learning to produce academic ASL papers. We also saw fundamental 
changes in students’ self-assessment skills and in their perception of ASL. The process of constructing ASL 
academic papers helped students recognize and address some of their unwitting audism and paternalism. This 
helped them uncover their unconscious assumptions about ASL. 
 
[4] Ahmad Firooz Shokoori; Masihullah Shinwari published a Sign Language Recognition and Translation into 
Pashto Language Alphabets. Sign language is mandatory and mostly used by huge number of individuals 
(particularly disabled) in society and it is another way of communication; The form of the hand, the contour of 
the movement, and the posture of the hand, face, and body parts are all distinct in each sign language; as a 
result, visual sign language identification is a challenging area of computer vision research; various academics 
have suggested several models in recent years that have been greatly improved using deep learning approaches. 
This study looked at the vision-based sign language recognition models suggested utilizing deep learning 
approaches in the last five years. Although the suggested model’s general trend reveals that sign language 
recognition accuracy has substantially increased, specific problems still have to be overcome. There are various 
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and multiple languages in the world, people from different languages, have their alphabets and sign to 
communicate with each other. 

 
III.PROPOSED METHODOLOGY 

 
2: System Architecture 
 
3.1HUMAN POSE ESTIMATION 
 
Human Pose Estimation is a way of identifying and classifying the joints in the human body. Essentially it is a 
way to capture a set of coordinates for each location key point which is known as a key point that can describe a 
pose of a person. By capturing various movement and postures from environment different signs can be 
identified. Human pose estimation has been utilized in a wide range of applications, including human-computer 
interaction, action recognition, motion capture, movement analysis, augmented reality, sports and fitness, and 
robotics. 
 
3.2 FEATURE EXTRACTION  
 
Predefined features such as form, contour, geometrical feature (position, angle, distance, etc., color feature, 
histogram, and others are extracted from the preprocessed images and used later for sign classification or 
recognition. Feature extraction is a step in the dimensionality reduction process that divides and organizes a 
large collection of raw data reduced to smaller, easier-to-manage classes. As a result, processing would be 
simpler. The fact that these massive data sets have a large number of variables is the most important feature. To 
process these variables, a large amount of computational power is needed. As a result, function extraction aids 
in the extraction of the best feature from large data sets by selecting and combining variables into functions 
reducing the size of the data these features are simple to use while still accurately and uniquely describing the 
actual data collection. 
 
3.3. TEMPORAL MODELLING AND CLASSIFICATION 
  3.3.1 TEMPORAL MODELLING     
Temporal Modelling is a way of modelling software systems and components by putting events first. The usual 
way of modelling software is to find structures, things and relations. We try to find the relevant aspects of a 
domain and put all properties into an object-oriented model. Trying to create a second model for a related 
business process, having the structural model already in place, might result in a process representation that is 
tightly coupled with the assumptions built up from the structural model and too far away from reality. 
3.3.2CLASSIFICATION 
  Using the temporal model to classify the sign language gesture into its corresponding meaning. Here we using 
a various classification algorithms, such SVM or decision trees.Classification is a deep learning method where 
the model tries to predict the correct label of a given input data. In classification, the model is fully trained using 
the training data, and then it is evaluated on test data before being used to perform prediction on new unseen 
data. 
 

 3.4FINAL STAGE OF PROCESSING 
     In the final stage of processing, the isolated sign language recognition by accumulative video motion is 
usually the output in the form of text or audio from the interpretation of sign language gesture. Once the 
model has been developed and the classification algorithm applied, the system produces an output that 
corresponds to the meaning of the sign language gesture. Understanding human behavior and identifying 
various postures and body movements, as well as translating them into text. 
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IV.METHODOLOGY USED 
4.1 TRAINED DATASET 

 

 
                                                                                                                                                                                                          
Figure 3: Trained Dataset 
 
4.2 DATASET DESCRIPTION 
We analyse 1026 images of sign images which is ASL images of Alphabet which have a spread of 26 class 
labels assigned to them. Each class label is a set of sign images of English Alphabet. All the images are resigned 
to 640 x 480 pixel and we perform both the model optimization and prediction on these downscaled images 
4.3 EXTRACTED FEATURE 
The process of choosing and modifying the input characteristics that will be used to generate predictions is 
known as feature extraction, and it is a crucial stage in the development of a machine learning model. 
Finding the characteristics that will have the most influence on the target variable and are the most pertinent 
and informative is the aim of feature extraction. This is the procedure for selecting the model's most relevant 
attributes. This can be accomplished using methods like correlation analysis, principal component analysis, 
or feature significance estimations using decision-tree-based algorithm. 
 
4.4 EXPERIMENTAL RESULT 
 
The extracted feature in a dataset is compared with the feature extraction of captured video frame gestures. 
As a result, comparing both the features are same then it shows the result in the form of text or audio. On the 
other hand it cannot be same to the dataset then it automatically move and create the new dataset.   
 

V. CONCLUSION 
In conclusion, isolated sign language recognition by accumulative video motion using deep learning is a 
promising approach for improving the accuracy and performance of sign language recognition systems. This 
approach involves using deep learning algorithms, to analyse and interpret the motion information from video 
frames. The accumulative video motion approach has shown good results in recognizing isolated sign language 
gestures, which can be useful for applications such as assistive technology and communication aids for the deaf 
and hard of hearing. By improving the accuracy and performance of sign language recognition systems, this 
approach can also help to bridge the communication gap between hearing and deaf communities. There are still 
challenges that need to be addressed, such as the high variability and complexity of sign language gestures and 
the need for large datasets for training deep learning models. Continued research in this area is important to 
further improve the accuracy and performance of sign language recognition systems and to make them more 
accessible and useful for people who rely on sign language to communicate. 
 

VI. FUTURE WORK 
There are several potential areas for future enhancement in isolated sign language recognition by accumulative 
video motion using deep learning.  

• Improving the accuracy of the recognition system 
• Addressing the variability and complexity of sign language gestures 
• Addressing the variability and complexity of sign language gestures 
• Enhancing real-time performance 
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