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Abstract-Diabetes is a chronic disease with the potential to cause a worldwide health care crisis. It is a disease caused due 
to the increase level of blood glucose level. Predicting the disease at an earlier stage plays an important role to save the life 
of people. The primary issues we are attempting to address are increasing the accuracy of the prediction model and 
making the model adaptable to more than one data set. In existing system, comparison between the machine learning 
models versus classic auto regression in the prediction of blood glucose level is done. But as diabetes prediction. In the 
proposed system, we explore the seafloor popular machine eLearning models, Support Vector Machine, Decision tree, 
Instance based learner, multiply perceptron for the prediction of diabetes. We collected and pre-processed data then split 
the data into training and testing sets. We then trained the models on the training data and evaluated their performance 
on the data using various metrics accuracy, precision, recall and F1-score. 
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I.INTRODUCTION 
Diabetes is one of the most common diseases in recent years, and its global prevalence is growing rapidly. It is a 
general term for heterogeneous disturbances of metabolism for which the main finding is chronic hyper glycaemia. 
The cause is either impaired insulin secretion or impaired insulin action or both. The chronic hyper glycaemia of 
diabetes is associated with long-term damage, dysfunction, and failure of various organs, especially the eyes, 
kidneys, nerves, heart, and blood vessels. The vast majority of diabetes can be divided into two categories, viz. Type 
1 and Type 2. The cause of Type 1 diabetes is an absolute deficiency of insulin secretion. On the other hand, Type 2 
diabetes is much more prevalent, and the cause is a combination of resistance to insulin action and an inadequate 
compensatory in sulin secretary response. The most common form of diabetes is Type 2 diabetes. 
 
  II.PROPOSED SYSTEM 
The major goal of this proposed effort is to categorise data as diabetes or non-diabetic and increase classification 
accuracy. For many classification problems, the greater the number of samples picked, the worse the classification 
accuracy. This survey examined several categorization strategies for diabetes and non-diabetic data. As a result, it is 
discovered that approaches like IBK, SVM are most suited for constructing the Diabetes prediction system. With the 
use of new computational approaches, machine learning has the potential to change diabetes risk prediction. 
Diabetes must be detected early in order to be treated.It proposed a machine learning method for predicting diabetes 
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levels. The method may also assist researchers in developing an accurate and useful tool that will reach physicians' 
tables to assist them in making better decisions about illness state. 

 
                                                                   Fig.2.1 System Architecture 
2.1 PREPROCESSING 
It is used in the Data Selection process to detect issues such as missing numbers, incorrect content, and data 
inconsistency. It computes the data to achieve the desired findings in the data analysis stage by evaluating the 
datasets with a particular tool like WEKA.The methods that are used in this stage are imputation and cleaning. 
2.2 NORMALIZING THE DATA  
Identifying the incorrect values because real-world data is filthy, fragmentary, and noisy, we must use data 
preparation techniques. This approach entails identifying mistakes and missing data values from a large dataset. Pre-
processing makes it simple to return missing values and fix erroneous data. 
2.3 IMPLEMENTATION OF MACHINE LEARNING ALGORITHM 
Different machine learning algorithms like SVM, J48, IBK, and MLP were applied to predict the result. 
2.4 OUTPUT DATA 

The output data has the information about whether a person has diabetes or not. It also gives a comparison between 
the algorithms used and shows which algorithm produces accurate resulting the form of bar graph. 

 
III.ANALYSIS & COMPARISON 

 
Accuracy, prediction, f1 Score, Recall are the factors that are compared for the machine learning algorithms 
(SVM, J48, MLP, IBK). It shows which algorithm is providing correct values by comparing the performance of 
the algorithm. By seeing the graph it is understandable that IBK is better compared to other algorithms. 
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                                                            fig .3.1 Performance of algorithms      

IV.EXPERIMENTAL RESULT: 
 

 

 
V.CONCL

USION 
The goal 
of this 

project 
was to 
design an 

efficient 
model 

for the 
predictio

n of 
diabetes. 

After a 
careful study of other published work, we proposed a novel model, which consists of using Support Vector Machine 
(SVM),Instance Based Learner(IBK), Dexcision tree(J48), Multilayer perceptron(MLP) for classification. By 
comparing all these algorithms, we conclude that IBK gives best result 
withanaccuracyof96.7%forthepredictionofdiabetes. 
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