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Abstract - Power consumption is now the major technical problem facing semiconductor industry, especially in portable 
embedded system devices. The two principle sources of power dissipation in present day microprocessors are Dynamic 
power and Static power. There exists number of techniques to optimize the dynamic power consumption but limited 
researches are concentrated on static power. Until very recently only dynamic power has been considered as a significant 
source of power consumption. But when processor technology advances below hundred nanometers, that is when it comes 
down to smaller geometries, it will exacerbate leakage. So static power begins to dominate the power consumption 
equation in microprocessor design, this results in the so-called dark silicon problem. Performance and efficiency of Multi-
core systems face a new set of challenges at the verge of dark silicon. This paper presents a review of different methods to 
reduce power consumption of multicore processor through investigations. 
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I.INTRODUCTION 

Energy issues being the most critical one need prime attention and prevention in the field of multiprocessor systems. 
Today more than 90% of computational applications support multiprocessor systems to meet the performance 
complexities [1][2]. Extended support for multiprogramming and parallel programming also makes multi-processor 
systems most sought. The more challenging problem in a multiprocessor system is optimally allocating the jobs and 
scheduling them. More over the green computing paradigm request low power computation in the operating system 
level. 

The power consumption in embedded multiprocessor systems can be broadly divided into two, Static power and 
Dynamic power. 

P total = Pdynamic +Pstatic (1) 
 
In order to avoid too high power dissipation, a certain part of the chip needs to remain inactive, the inactive part is 
termed Dark Silicon. The main contributor for static power is Dark silicon. Hence, we have to operate working cores 
in a multi-core system at less than their full capacity limiting the performance, resource utilization and efficiency of 
the system. When not switching, CMOS transistors consume negligible power. However, the power they consume has 
increased dramatically with increases in device speed and chip density. 

ITRS (International Technology Roadmap for Semiconductors) projections have predicted that by 2020, designers 
would face up to 90% of dark silicon, meaning that only 10% of the chip’s hardware resources are useful at any given 
time when high operating frequencies are applied [3]. Until very recently, only dynamic power has been  significant 
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source of power consumption, and Moore’s law has helped to control it. Dynamic power is proportional to the square 
of supply voltage, so reducing the voltage significantly reduces power consumption. Unfortunately , smaller 
geometries exacerbate leakage, so static power begins to dominate the power consumption equation in 
microprocessor design[4]. To improve the utility of the embedded system, the power consumption of the entire 
system has to be minimized. Since the major computations are done by the embedded processor/controller, energy 
minimization of the processor is also vital for the total power reduction, even though it is relatively small. 
 

II. POWER DISSIPATION IN SEMICONDUCTOR DEVICES 

Multicore processors are ubiquitous now both in general purpose and application-specific computing systems starting 
from smartphones to commercial servers. Power dissipation is an important constraint because it increases the 
temperature and cooling costs, reduces reliability, and degrades performance.[5]. Power consumed by a processing 
element can be resolved into three parts [6] as shown 
 

Ptot = Pstatic + Pdynamic+ Pshortcircuit (2) 
 
where Ptot is total power dissipation, Pstatic is static or leakage power due to leakage of a transistor’s bias currents. 
Pdynamic is dynamic power due to switching of transistors. Pshort circuit is power dissipation related to concurrent 
conduction of p type and n type transistors. 
 

Pstatic = V x ILeak (3) 

V = source voltage, 
ILeak = transistor leakage current. 
Usually, leakage power contributes 20–40% of the total power dissipation [7]. 

 

Pdynamic= β x C Load V2 x f (4) 
 
 

β= activity factor 
C Load = effective load capacitance and 
f = switching speed. 

 

P short circuit = V x ISC (5) 
 
 

Isc = short circuit current flowing from supply to ground. 
 
 

III. POWER CONSUMPTION IN EMBEDDED PROCESSORS 
 

To improve the utility and performance of portable embedded system, the power consumption of the entire system 
has to be minimized. Since the major computations are done by the embedded processor/controller, energy 
minimization of the processor is also vital for the total power reduction, even though it is relatively small[8]. For 
large and complex applications like smart grid, sensor network etc., where thousands and lakhs of processors are 
present and are performing computations for almost all the time, the cumulative energy consumption of the entire 
nodes in the network cannot be neglected. 

The two major types of power dissipations occurring in a CMOS circuit are: 

 Static dissipation : Due to leakage currents 
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 Dynamic dissipation: Due to the charging and discharging of capacitance or due to the switching activities 
of the circuit. As switching activities increase with increased clock frequencies, processors with high 
operating clock will have more power dissipation [9][7]. 

The dynamic power consumption of the processor core varies significantly depending on the workload while the 
leakage power consumption is almost constant. Therefore, leakage power is even a larger percentage of the total 
power consumption on average. Reducing leakage power can be especially important to battery when a system is 
idle for a long time, such as for mobile phones. 

Low power applications have been driving the supply voltage to become lower and lower, which requires the device 
threshold to be reduced so as to satisfy performance requirements. This leads to dramatic increase of leakage current 
due to the exponential relationship between leakage current and threshold voltage Vth. 

 

 
I off  = K1W e−V   / n V  (1−e−V/V) (6) 

 
 
 where K1 and n are experimentally derived constants, W is transistor width, Vθ is 25 mV. Consequently, leakage      
 power (static power) is no longer negligible in low voltage circuits. 

The recent trend indicates that leakage power will contribute as much to total power consumption than dynamic    
power. Therefore, optimization techniques for leakage power are also necessary. The device and circuits communities   
have been concerned with increasing leakage power for several generations[10]. 

3.1 Dynamic Power Consumption 

 
As far as we know, prior works on power reduction at the system level has been focused almost entirely on dynamic 
power. In order to limit dynamic power consumption, techniques such as clocking gating [11] and cache sub banking 
[12] have been employed. The goal of these techniques is to reduce the number or frequency of switching devices. 
Optimization of the supply voltage to reduce the power/performance ratio is also performed [13], this has the added 
benefit of addressing dynamic power consumption, which is proportional to the square of the supply voltage. 
However, all of these techniques are hardly used to reduce leakage power. 

3.1.1 Dynamic Voltage and Frequency Scaling(DVFS) 
 
DVFS is a technique for altering the voltage and/or frequency of a computing system based on performance and 
power requirements. For CMOS circuits, dynamic power is related with voltage and frequency as P ∝ FV2 and hence, 
by reducing the frequency, the voltage at which the circuit needs to be operated for stable operation can also be 
lowered, which leads to energy saving. Several commercial microprocessors support DVFS technology for saving 
power, e.g. AMD PowerNow and Intel’s SpeedStep. The limitation of DVFS is that it harms the performance and 
hence, it may increase execution time or lead to missed deadlines. Also DVFS requires programmable clock generator 
and DC-DC converter which incur energy overhead. Further, voltage transitions may require time on the order of tens 
of microseconds [14]. Due to the trend of using multicore processor, the leakage energy will be increased and returns 
from DVFS are diminishing. 

A genetic algorithm has been employed to integrate task scheduling and voltage scaling under a single iterative 
optimization loop. The technique searches the solution space to find an assignment and ordering of tasks on each 
processing element and generates a schedule such that deadline constraints are met and the power consumption is 
minimized. Further, the technique distributes the slack proportionately to different tasks and uses DVFS to save 
energy[15]. The method may be used for saving energy in both homogeneous and heterogeneous multiprocessors. 

To achieve high task completion ratio(i.e. Low deadline miss ratio), several multimedia applications(e.g. World Wide 
Web, Interactive TV, Virtual reality etc.) are utilizing the fact that missing some task deadlines can be acceptable 
since it remains unnoticed to human visual and auditory system [16]. Along with the information on statistical task 
execution time can save energy in embedded systems by dynamic voltage scaling. It contains two algorithms, first
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ensures, achieving highest completion ratio with lowest possible energy consumption. The second algorithm 
deliberately drops some tasks to create slack for saving additional energy, such that application specific quality-of- 
service constraint is fulfilled. 

The DVFS technique enables achieving a precise energy-performance tradeoff, by using runtime information about 
the external memory access statistics and chooses the optimal CPU clock frequency and the corresponding minimum 
voltage level based on the ratio of the on chip computation time to the off-chip access time[17]. This technique lowers 
the CPU frequency in the memory bound region of a program to keep the performance degradation to a low value. 

A multiprocessor scheduling technique is there to save energy. By using the earliest deadline first scheduling, 
schedules periodic real time tasks. Which ensures meeting the deadline of all tasks while minimizing energy 
consumption [18]. For saving energy in soft real time systems, the DVFS technique find an optimal frequency for a 
task assuming availability of continuous range of frequencies. From the actually available frequencies, the closest 
frequencies which are smaller and larger than the optimal frequency are chosen and fraction of time each of them 
should be used to meet the deadline is decided [19]. 

3.2 The Dark Silicon Phenomenon 
 
The main contributor for the leakage power is Dark silicon. Too high power density is the chief contributor to dark 
silicon. It is to be noted that trends in computer design that are technology node centric have a significant impact on 
area, voltage, frequency, power, performance, energy and reliability issues. Most of these parameters are cyclically 
dependent on one another in a way that improving one aspect will deteriorate the other. Computational intensity of 
future applications such as deep machine learning, virtual reality, big data, etc. demands further technology scaling, 
leading to further rise in power densities and dark silicon issue. Increase in power density leads to thermal issues[20], 
hampering the chip’s performance and functionality. Subsequently, issues of reliability and ageing have come up, in 
addition to limitation in performance. Figure shows the amount of usable logic on a chip as per projections of ITRS, 
[2][20][21]. Increasing dark silicon directly reflects on performance to a point that many core scaling provides zero 
gain [21]. Thermal awareness and dark silicon sensitive resource allocation are key techniques that can address these 
challenges. 
 
 
 

 
Technology 

 

 
Figure1: Projections of Dark silicon 
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Moore’s Law (the doubling of transistors on chip every 18 months) has been a fundamental driver of computing[22]. 
For the past three decades, through device, circuit, microarchitecture, architecture, and compiler advances, Moore’s 
law coupled with Dennard scaling, has resulted in commensurate exponential performance increases. The recent shift 
to multicore designs has aimed to increase the number of cores along with transistor count increases, and continue the 
proportional scaling of performance. As a result, architecture researchers have started focusing on 100-core and 1000- 
core chips and related research topics and called for changes to the undergraduate curriculum to solve the parallel 
programming challenge for multicore designs at these scales. 

3.2.1 Dennard’s Scaling and Its Breakdown 
 
It observes that transistor dimensions could be scaled by-30% (0.7x) every technology generation, thus reducing their 
area by 50%. This would reduce circuit delays by 30% (0.7x) and therefore increase operating frequency by about 
40% (1.4x). Finally, to keep the electric field constant, voltage is reduced by 30%, reducing energy by 65% and 
power (at 1.4x frequency) by 50%. Therefore, in every technology generation, if the transistor density doubles, the 
circuit becomes 40% faster, and power consumption (with twice the number of transistors) stays the same[23]. 

The dynamic (switching) power consumption of CMOS circuits is proportional to frequency [24]. Historically, the 
transistor power reduction afforded by Dennard scaling allowed manufacturers to drastically raise clock frequencies 
from one generation to the next without significantly increasing overall circuit power consumption. 

Since around 2005–2007 Dennard scaling appears to have broken down. As of 2016, transistor counts in integrated 
circuits are still growing, but the resulting improvements in performance are more gradual than the speed-ups 
resulting from significant frequency increases [25][26]. The primary reason cited for the breakdown is that at small 
sizes, current leakage poses greater challenges and also causes the chip to heat up, which creates a threat of thermal 
runaway and therefore further increases energy costs [25][26]. 

The breakdown of Dennard scaling and resulting inability to increase clock frequencies significantly has caused most 
CPU manufacturers to focus on multicore processors as an alternative way to improve performance. An increased 
core count benefits many (though by no means all) workloads, but the increase in active switching elements from 
having multiple cores still results in increased overall power consumption and thus worsens CPU power dissipation 
issues [2][27]. The end result is that only some fraction of an integrated circuit can actually be active at any given 
point in time without violating power constraints. The remaining (inactive) area is referred to as dark silicon. 

3.2.2 Leakage Power 
 
Leakage current is split into two components - sub-threshold leakage and gate oxide leakage, as in Equation 

P static =VI leak =V× (I sub +Iox) (7) 
 
Leakage current is the static power drawn even at an off state (not switching), meaning that a chip can still consume 
appreciable power without being active [31][24]. Off-state leakage current is experimentally derived in [28], and is 
represented as in Equation (8). 

I off = K1We
−V   /  nV  ( 1−e−V/V  )  (8) 

 
Where K1 and n are experimentally derived constants, W is transistor width, Vθ is 25mV, with Vθ being much 
smaller than V. 

This indicates that leakage current is low when the exponential component is small. In other words, leakage current 
increases exponentially with a decrease in threshold voltage (8). Reduction in transistor physical parameters reduces 
voltage and thus also reduces threshold voltage. This results in higher leakage current and thus higher static power 
being drawn. It can be said that with every technology node generation, leakage current increases exponentially with 
a decrease in threshold voltage [33][29]. Reduction in transistor physical dimensions also reduces oxide thickness, to 
an extent that electrons start to leak also through the oxide resulting in leakage current [30]. Oxide thickness is 
reaching around 1.5nm, results in significant leakage current (Iox) [31]. Gate oxide leakage current is shown in 
Equation (9). 
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I ox = K2W (V/T ox)2e-αTox/v (9) 
 
where K2 and α are experimental constants. 

The squared denominator and negative exponential component of Equation shows that gate oxide leakage increases 
exponentially with decrease in oxide thickness. Leakage increases exponentially at higher temperatures, implying that 
a chip would have far more leakage if it operates to its full potential[32]. 

3.2.3. Consequences of Dark Silicon 

Increase in the number of processing elements (According to Moore’s Law[23]) on a chip led to emergence of 
hardware redundancies in processor architectures mainly to allow performance increase. Theoretically, it can be 
proven that scaling down the transistor size and simultaneously decreasing the operating voltage keeps the power 
density of the chip constant. This is known as Dennard scaling [4]. High power density causes more heat generation 
that needs to be dissipated via different cooling methods. Otherwise high temperature may affect the functionality of 
the chip causing less reliable computation and even burning of the chip. Therefore, to keep the power density at a 
tolerable level, some parts of the chip need to be kept inactive. Such inactive parts are called Dark Silicon [33]. Due 
to the phenomena of dark silicon the following problems may arise. 

3.2.3.1. Performance Degradation 

With a section of the chip being inactive, expected performance from many-core systems can never be realized in 
practice. Transistor scaling has paved the way to integrate more cores at a lower power consumption, effectively 
increasing compute capacity per area [40][23]. Inherent parallelism, if present, in workloads could take advantage of 
multi and many-core computers to show improved performance to a certain extent [34]. Dark silicon changes this 
consensus, since we cannot power up all the available resources at any given time [35]. 

3.2.3.2. Energy Efficiency 

Deterioration in performance due to dark silicon affects energy efficiency of the system [36]. With static power 
dominating the total power consumption, achievable performance in a fixed energy budget i.e., performance per watt, 
is declining. Around half of the energy budget is wasted towards static power, literally implying spending energy for 
doing nothing. 

3.2.3.3. Thermal Management 

High power density and accumulation of heat result in an increase of average and peak temperatures of the chip. This 
opens the window for manifesting soft errors and unreliability in computation [37], in addition to decrease in life time 
of the chip[38]. This ages the chip faster and puts an additional penalty on manufacturing cost per reliable chip. A 
chip working at full throttle can dissipate more heat and thus high temperature, which in turn increases leakage too 
[32]. Again, the omnipresent cyclic dependency of temperature, leakage, performance and energy efficiency surface 
here. Further, dissipating heat requires a heat sink and a fan that blows air through it, adding to manufacturing costs. 
For a data centric level compute platform, more sophisticated cooling solutions have to be used, further increasing 
maintenance costs. 

3.2.4 Some Solutions to Dark Silicon Problem 
 
Architectural and run-time management techniques can mitigate dark silicon to a large extent and improve energy 
efficiency. 

Architecture and Implementation Perspective 

Operating core with same instruction set architecture (ISA) but different microarchitectures, possibly at different 
voltage and frequency levels result in asymmetric cores with different power-performance characteristics. Such an 
asymmetric multi-core system offers the choice of executing specific application on a core with suitable power- 
performance characteristics that can improve energy efficiency. Near threshold computing (NTC) [39], where the 
chip’s  supply voltage is scaled down to a slow as threshold voltage offers ultra-low power consumption, at the loss of 
performance. Near threshold computing leads to better per-chip-throughput cores, also termed Dim-Silicon. Energy 
efficiency can be improved by selectively down scaling the voltage, inducing Dim Silicon over darksilicon. 
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Run-time Resource Management-Computational Perspective 

Run-time management operates in an observe-decide-act loop to enhance the energy efficiency of underlying 
hardware. Observe phase involves monitoring critical parameters of chip’s performance including instantaneous 
power consumption, active and dark cores, network congestion, temperature accumulation, etc. [40]. The Decide 
phase uses a pro-active strategy, relying on application mapping, resource allocation and scheduling to reduce 
potential dark silicon. Act phase employs a reactive strategy that applies different actuators such as clock and power 
gating, voltage and frequency scaling, hardware re-configuration, task migration, to mitigate dark silicon. Run-time 
estimation of power budget subject to the set of applications currently executing on the chip and their spatial 
alignment can provide a thermally safe upper bound on power budget, variable at run-time. This variable upper bound 
of Thermal Safe Power (TSP) improves utilization of available power budget and minimizes darksilicon. 

Design and Management-Communication Perspective 

Power management actuators, like power gating and voltage and frequency scaling, can also be applied to 
interconnect components at both design time and run-time, giving fine grained control. An optimized network with 
suitable energy efficient and reliable interconnect components can increase overall energy efficiency of the 
system[41]. 

Operating a section of the chip at highest possible voltage and frequency for a brief period of execution time is known 
as computational sprinting. Sprinting can accelerate performance with an increase in power consumption, possibly 
violating the safe upper bound. However, the sprinting time is kept low enough so that increase in power does not 
reflect directly in temperature accumulation. Since thermal safety is maintained, relatively high performance and 
utilization can be achieved despite dark silicon. 

IV. CONCLUSION 
 
Review of power consumption and performance of multi-core systems in view of dark silicon phenomenon is carried 
out and presented. The importance of keeping power consumption within the limits to achieve green computing 
paradigm are analyzed. It is found from the survey, reducing leakage power is important when a system is idle for a 
long time, such as for mobile communication devices. Since the main contributor for leakage power is dark silicon 
novel ideas can be introduced to reduce the Dark silicon phenomena in multi-core systems. 
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