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Abstract - Wireless sensor networks are expected to operate in harsh and dynamic environments without intervention. 
As a result, these networks need to have the ability to adapt to changes in the environment and in their topologies in order 
to maintain high performance levels. Energy consumption is one the major resources affecting the operation of wireless 
sensor networks. Thus, various clustering techniques were proposed in order to decrease the number of intermediate 
node data packets need to go through in order to reach the base station. In this paper, an overview of machine learning 
based clustering techniques is presented because, providing intelligent rather than traditional clustering technique will 
help in prolonging sensor nodes and sensor networks lifetime and increases energy efficiency. 
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I. INTRODUCTION 

Wireless sensor networks (WSNs) consists of small sensor nodes that might be randomly scattered in the area of 
interest and communicate via wireless communication. Furthermore, these networks are expected to operate for long 
periods of time without any human intervention since they might be deployed in hostile environments. As a result, 
sensor nodes are expected to provide large amounts of information regarding the area of deployment and the 
phenomena being studied. When a sensor node obtains the sensed data, it will report it to the base station in order to 
be further analyzed [1][2].  

Therefore, WSNs have been used in various applications in many different areas. To name a few, these 
networks can be used in military applications for surveillance and tracking. Additionally, they can be used in 
agricultural applications for monitoring temperature and pressure. Furthermore, WSNs can be used in healthcare 
systems to provide real time monitoring of patients.  Also, WSNs can be used to track vehicles in order to prevent 
traffic congestion [2]. 

Since sensor nodes communicate via wireless communications and are deployed in large numbers, they are 
expected to be cheap with limited resources such as limited battery power, limited memory capacity and limited 
processing capability. Also, sensor nodes are expected to be able to manage and reconfigure themselves since they 
are expected to operate in an unattended manner for long time periods [3].   

As a result, many research papers have proposed different techniques to enhance the performance of WSNs and 
solve the main challenges for these networks. The research proposed in [3] listed the main challenges to be 
addressed in the field of WSNs, some of them are listed below: 

 
 Self-Management 

 
Sensor nodes are expected to manage network configuration and adapt to changes that might appear in the 

network topology. 
 

 Limited memory and storage space 
 

Since sensor nodes are cheap and have limited hardware resources, node have to use these resources wisely. 

As a result, the techniques and the software used by sensor nodes must be light weight to avoid causing buffer 
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overflow. Also, sensed data must not be saved in memory for long period of time to manage them memory 

wisely and make sure that the sensed data does not get old and obsolete.   

 

 Fault Tolerance 

WSNs must be able to adapt to node failures which results in changes in connectivity and affects the 
performance. Thus, these networks must be able to remain functional with the presence of failures. In other 
words, the network is expected to maintain its functionality on the expense of some performance degradation.   

 
 Energy 

As mentioned before, sensor nodes are battery operated. As a result, their lifetime is restricted to the 
lifetime of their batteries. Consequently, sensor nodes are expected to wisely use their energy sources and avoid 
energy depletion in order to extend the network lifetime and maintain high performance levels.   

Many research papers have addressed the limited energy challenge and have proposed various techniques in 
improve the energy efficiency of WSNs. Dividing sensor nodes into clusters is one of the major techniques that 
was proposed in order to limit the number of node a sensor node communicates with. Thus, energy efficiency 
can be achieved. In addition, different methods were proposed in order to achieve clustering in an effective 
manner.  

The rest of this paper proceeds as follows; in section 2 the importance of clustering is discussed. In section 
3 the main categories of machine learning clustering techniques are presented. After that, the techniques falling 
under each category are presented. Finally, the paper is concluded in section 5.  

 
II. IMPORTANCE OF CLUSTERING 

As mentioned before clustering can be adopted to reduce energy consumption of sensor nodes and achieve 
energy efficiency. According to [4], traditional clustering methods address the number of clusters to be constructed 
in order to enhance the performance of the network. Additionally, the number of nodes to be included within a 
cluster is another issue to be addressed. Finally, these techniques aim to address cluster head and replacement issues. 
Because traditional clustering methods rely on two parameters to select the cluster head. The first parameter is the 
energy level of the node while the second parameter is the distance of the node from the base station. As a result of 
relying on these two parameters, cluster heads will be overcrowded in dense networks. On the other hand, very small 
number of cluster heads may exist in sparse networks [5].  

As a result, Machine learning (ML) based clustering techniques were proposed in order to overcome the 
problems of the traditional clustering methods. ML based clustering techniques aim to find the optimal number of 
cluster heads to be deployed [5]. Also, decide on cluster head substitution method. As a result, they make sure that 
the network is not crowded with cluster heads. Moreover, clustering advantages can be further developed using ML 
techniques because these methods help to form clusters and to select cluster heads in an energy efficient fashion and 
avoid consuming most of sensor nodes energy in clustering and cluster head selection stages [6].  

The main focus of this paper is to review and study ML clustering techniques. As a result, in the remaining 
sections of this paper various ML clustering categories and techniques are discussed and presented. 

 
III. MACHINE LEARNING TECHNIQUES 

According to [7][8][9][10] machine learning clustering techniques can be divided into three categories namely,  
supervised, unsupervised and reinforcement learning. On the other hand, the research presented in [11] classified 
ML clustering techniques into four categories based on intended structure of the model. As a result, they can be 
classified into supervised learning, unsupervised learning, semi-supervised learning and reinforcement learning. 
Additionally, the research presented in [12] has introduced a new category named evolutionary computation. Thus, 
ML clustering techniques can be classified into the following categories; supervised learning, unsupervised learning, 
semi-supervised learning, reinforcement learning and evolutionary computation.  

As a result, in this paper ML clustering techniques are classified into five categories, namely supervised 
learning, unsupervised learning, semi-supervised learning, reinforcement learning and evolutionary computation, in 
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order to provide a more general view of these techniques. Also, several algorithms fall under each category which 
will be further discussed in this paper.  

Supervised learning is based on learning by example based on the relationship between input and output 
parameters [7]. Decision trees, K- Nearest Neighbor, Neural networks, Support vector machine and Bayesian 
Network are the algorithm types that fall under this category [6].  

In unsupervised learning the algorithm does not provide output vectors or labels. However, the data sets to be 
used can be classified in order to find similarities between them [7]. Principal component analysis and K-means 
clustering and the most two distinguished types of algorithms that can be classified under this category [10]. On the 
other hand, semi-supervised learning is a hybrid category that aims to inherit the advantages of supervised and 
unsupervised learning while reducing their disadvantages [11]. According to [13], semi-supervised learning can be 
further classified into two sub categories; transductive learning and inductive learning.    

 

 

Figure 1: Machine Learning Techniques 

Additionally, reinforcement learning is based on giving the agent the ability to interact with its environment in 
order to learn from it. In WSN sensor nodes can learn to capture the best measurements in order to maximise their 
advantage [7]. According to [10], Q-learning is the most distinguished reinforcement learning algorithm that can be 
used in the field of WSN in order to solve routing problems.  

Finally, Evolutionary computation is based on various optimization techniques that are derived from biological 
evolution and nature. Thus, several iterations must be applied in order to obtain the solution. Algorithm in this 



International Journal of  New Innovations in Engineering and Technology                            
 

Volume 15 Issue 1 October 2020 8 ISSN: 2319-6319 

category are used to solve several issues of WSNs such as coverage problem, localization, target tracking, routing, 
and mobile sink issues. Ant colony optimization, genetic programming, genetic algorithms, evolutionary 
programming, evolutionary algorithms, artificial immune systems, artificial bee colonies, particle swarm 
optimization, and firefly algorithms are the algorithms and techniques that fall under this category [12]. Figure 1 
shows the classification of ML algorithms that can be used to achieve clustering in WSNs 

IV. MACHINE LEARNING BASEED CLUSTERING TECHNIQUES 

In this section several techniques falling under the categories presented in figure 1 will be presented and 
discussed.  

 
4.1. Supervised Learning 

As mentioned in section 3, supervised learning algorithms can be divided into several categories namely, 
Decision trees, K- Nearest Neighbor, Neural networks, Support vector machine and Bayesian Network. 

 
4.1.1. Decision Trees 

The authors of [14] proposed using decision trees in order to solve cluster head selection problem. The proposed 
technique is based on dividing the network into non-overlapping clusters and selecting the node with the highest 
energy level to be the cluster head for each cluster using decision tree algorithm. Battery level, distance from the 
center of the cluster, vulnerabilities indications and the degree of mobility, for the input vector iteration of the 
decision tree. 

A cluster head election scheme that aims to reduce the intra-cluster communication distance in order to reduce 
the total energy consumption in the whole network was proposes in [15]. Here, cluster head selection is based to the 
amount of residual energy and the cost required for intra cluster communication which is also dependent several 
factors such as the size of the cluster and the distance between nodes within the cluster.  

 
4.1.2. K-Nearest Neighbor 

Collaborative signal processing was used in the research proposed in [16] in order to achieve distributed 
detection and tracking of a single target in wireless sensor networks. Furthermore, using k-nearest neighbor and 
support vector machines were adopted in order to provide the ability to track multiple objects. As a result, massive 
amounts of information has to be collect from the sensor nodes. The main components of the system are event 
detection, estimation, prediction and classification. 

The authors of [17] proposed a clustering algorithm that combines hierarchical and distance based clustering 
approaches. Additionally, the proposed algorithm is based on using K-nearest neighbor technique in order to divide 
the network into clusters. First, the algorithm the location of every sensor mode is collected by the base station. 
Then, for each sensor a collection of k-nearest neighbor is calculated. After that, the pairwise distances between a 
sensor node and its top k-nearest neighbors is calculated. Finally, all pairs with distances below a specified threshold 
are merged.  

 
4.1.3. Neural Networks 

A self-organizing clustering method based on neural networks was proposed in [18]. The method is based on 
using neural networks in order to specify the minimum connected dominating set. After that, cluster heads are 
selected for the nodes that are part of the connected dominating set. Then, the method is based on deploying a 
mobile sink that will traverse the connected dominating set nodes i.e. the cluster heads in order to collect data from 
them.  

Moreover, the research proposed in [5], presented an algorithm that is based on using machine learning 
techniques in order to divide the network into clusters and apply data aggregation to improve the energy efficiency 
of the network. Neural networks is used to form the clusters within the network. In their research, cluster head 
selection process is based on the architecture of the neural network where the residual energy and the distance from 
the base station and the main properties of every sensor node to be used as an input for the neural network. As a 
result, every node is evaluated according to the evaluation function that used the previously mentioned properties of 
the nodes. After that, competition takes place in the hidden layers of the neural network and the process is repeated 
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until cluster heads are selected. Note that, cluster heads selection phase is executed periodically in order to avoid 
depleting the energy of the nodes that were selected to act as cluster heads. 

 
4.1.4. Support Vector Machine 

Support vector machines can be defined as a machine learning technique that has the ability to learn how to 
classify data points based on labeled training samples. The functionality of support vector machine is based on 
dividing the space into parts that are separated by separation gaps. After that, the new inputs or readings will be 
classified according to these gaps [11].  The authors of [19] proposed using least square support vector machines in 
order to estimate the clusters of nodes in wireless sensor networks. The technique is based on using mixtures of 
kernels and images representing the distribution of energy in the field. Also, in [20] the use of support vector 
machine was proposed in order to achieve clustering and reduce the amount of energy consumed.  

 
4.1.5. Bayesian Network 

The authors of [21] proposed dividing the network into two level clustering hierarchy that is based on a two 
level Bayesian model to collect and predict data of sensor nodes. The network architecture is based on dividing the 
network into clusters where initial cluster heads are selected based on the number of neighbors. In other words, 
nodes with the highest number of neighboring nodes are initially selected to be the cluster heads thus, the cluster 
head will be in the center of the cluster. After that, within each cluster the node with the highest level of energy will 
be selected as the cluster head. Then, every sensor node within a cluster will send to the cluster head the Bayesian 
model parameters deduced from old or historical data collected from the environment.  

A new Bayesian clustering algorithm was proposed in [22]. The proposed algorithm is based on hidden Markov 
random fields in order to be able to model the locations and the neighborhood relationships for cluster members. 
Also, Markov chain Monte Carlo procedure was adopted to implement the proposed work efficiently. Furthermore, 
this procedure can help to control the number of clusters formed. 

 
4.2. Unsupervised Learning 

According to [7], the algorithm does not provide output vectors or labels. Furthermore, based on the similarities 
found among them datasets can be classified. As a result, unsupervised learning algorithms can be used for 
clustering and data aggregation in wireless sensor networks. Principle component analysis and K-means clustering 
are two important types of algorithms that fall under this category.  

The research proposed in [23] proposed dividing nodes in to clusters based on sensed data correlation rather 
than relying on energy level or locations of sensor nodes. As a result, the network is divided into separate clusters 
where nodes reading or data collected is correlated within the each cluster. First, the principle component analysis 
based clustering estimates covariance matric. After that, an eigenvector covariance matrix is obtained. Then, the 
number of optimal clusters that can be formed in estimated. Consequently, k-means clustering is used to implement 
clustering. Finally, the network is divided into the specified number of clusters.   

Another algorithm that combines the use of distributed eigenvector computation and distributed k-means 
clustering was proposed in [24] in order to reduce the amount of data transmitted and avoid congestion. As a result, 
the technique is based on using power iteration scheme in order to compute the eigenvector of the graph Laplacian. 
After that, k-means clustering is applied on the eigenvector.  

Moreover, the research proposed in [25] combines the use of k-means algorithm, kohenon self-organizing maps 
with neural networks conscience function. At the beginning, the K-mean clustering algorithm is applied in order to 
train the Kohenon self-organizing map using a low dimensional representation of the input space. After that, two 
parameters, namely energy level and network space, are used by the kohenon self-organizing map in order to group 
nodes into clusters based on the minimum distance. Then cluster heads are selected based on the remaining energy, 
level, the distance from the center of the cluster and the shortest distance to the base station. After selecting the 
cluster head, they will be responsible for communication data collected from sensor nodes within their clusters to the 
base station.  

 
4.3. Semi-Supervised Learning  

The algorithms that fall under this category combine the characteristics of supervised and unsupervised learning 
algorithm. Thus, they aim to maximize the advantages of these two categories and minimize the disadvantages of 
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them [11]. According to [13], semi-supervised learning algorithms can be divided into two categories namely; 
inductive learning and transductive learning. In inductive learning algorithms use a function that is expected to be a 
good predictor on the data collected in the future. On the other hand, transductive learning algorithms are used to 
predict the exact labels to be used for an unlabeled data set.  

The research proposed in [26] is based on collecting data from the environment then use a semi-supervised 
learning algorithm to predict future actions. The proposed algorithm is based on dividing the network into clusters 
and on using a rule based semi-supervised classification model in order to detect abnormal behavior within the 
clusters. Also, using this classification model helps in categorizing the clusters into different groups namely; high 
active, medium active mad low active respectively. 

 
4.4. Reinforcement Learning  

According to [13], reinforcement learning algorithm are based on continuous learning that can be achieved by 
directly interacting with the environment and gathering the required information in order to take certain actions. The 
main goal of reinforcement learning algorithms is to determine the optimal result so that the performance can be 
maximized.  

A role free clustering technique that is based on Q-learning was proposed in [27]. Q-learning is a reinforcement 
learning technique where agents take actions and receive rewards according the actions they took. In other words, 
every action is assigned a Q-value that represents the goodness of it. After that, every agent will select and execute 
an action. Consequently, agents will receive the Q-value that was assigned to the executed action [28].  

The research proposed in [27] is based on Q-learning. As a result, nodes have the ability to decide whether they 
can act as a cluster head for each packet in an independent manner. Thus, there is no real assignment of a cluster 
head within the cluster. Therefore, every node has an independent learning agent and a set actions representing 
routing options via different neighboring nodes. As a result, the nodes is selected to be the node with the lowest cost 
to all sink nodes.  

 
4.5. Evolutionary Computation 

Evolutionary computation is part of artificial intelligence that is based on combining several optimization 
techniques as a problem solving paradigm that uses computational models derived from nature and biological 
evolution [13].  

The research presented in [29] proposed a differential evolution based algorithm that uses a search procedure 
named diversified vicinity procedure in order to achieve a tradeoff between the energy consumption and the delay 
incurred when forwarding packets. Nonlinear programming formulation was used to model the problem of data 
delivery and energy consumption. After that, the generated formulas were solve using differential evolution 
algorithm.  

 
V. CONCLUSIONS AND FUTURE WORK 

In this paper, the importance and characteristics of the wireless sensor networks were discussed. After that, the 
challenges facing wireless sensor networks were addressed and highlighted. Then, the importance of clustering in 
wireless sensor networks was discussed. Furthermore, a categorization of machine learning clustering technique was 
provided. Finally, the techniques falling under each category were briefly discussed for reader convenience.  

This paper can be further extended in future to include more techniques and provide applications were each 
category is useful. Additionally, a comparison, in terms of the methodology and the performance, of the techniques 
falling under each category may be provided in order to provide a taxonomy that might help researcher to make it 
easier to decide on the technique to be used based on the problem being addressed.  
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