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Abstract-   Hyperspectral remote sensing is significantly utilized in numerous applications due to the higher spectral 
coverage of hyperspectral sensors as compared to multispectral sensors.  However, due to the higher dimensionality of 
hyperspectral data, the computational costs are significantly high which is often detrimental in near real-time or large-
scale applications. Thus, feature selection techniques are often used to select the most useful information available from 
the hyperspectral data. Subsequently, there is a wide range of feature selection methods available in the literature, and 
several of them utilize concepts based on normalized mutual information. In this paper, we review the various 
normalization and adjustment schemes for deriving the normalized mutual information. We analyze the potential of these 
schemes for the ranking of the hyperspectral bands. The selected bands are classified using random forest technique, and 
the obtained accuracy is analyzed to determine the optimal normalization scheme. The experiments for the proposed 
study are carried out using three standard hyperspectral datasets that are widely used in the literature. It is observed that 
the sum normalization scheme shows the highest mean accuracy and is recommended for future application of 
normalized mutual information for feature selection in hyperspectral data. 
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I. INTRODUCTION 

Hyperspectral sensors have a significant edge over multispectral sensors considering the larger spectral coverage 
and are thus, used in a wide range of applications in natural sciences. Some typical applications of hyperspectral data 
include material or surface characterization [1] and land use land cover classification [2, 3].  The larger 
dimensionality of the hyperspectral is a primary issue restricting its application from the perspective of higher 
computational complexity [4]. Thus, dimensionality reduction techniques are widely sought categorized mainly into 
feature extraction and feature selection. The former approached transforms the original image into a lower-
dimensional space, while the latter is based on the selection of the most informative bands [5].  

Information similarity measures have been used widely for the selection of best bands in hyperspectral data. The 
most commonly used measures include Kullback Leibler divergence (KLD) and mutual information (MI) [6–9]. 
Bajcsy and Groves investigated several statistical and information theory-based parameters for supervised and 
unsupervised hyperspectral band selection  [8]. In an approach by Sarhrouni et al. [10], the inequality of Fano is used 
to derive the error probability for band selection using MI between the hyperspectral bands and the ground truth. 
Wang et al. [11] defined a spatial entropy-based approach for hyperspectral band selection. Varade et al. [7] 
investigated supervised and unsupervised frameworks utilizing MI for the selection of best bands in hyperspectral 
data. For the supervised case, the MI was determined between the hyperspectral bands and the ground truth, while for 
the unsupervised case between the hyperspectral bands and the first principal component of the hyperspectral bands. 
Uso et al. [6] utilized Ward’s Linkage strategy using Mutual Information (WaLuMI) and Ward’s strategy using KLD 
(WaLuDi) for hyperspectral band selection. Zhang et al. [12] proposed utilizing the nonlinear correlation coefficient 
(NCC) to replace some one-dimensional MI components, including the conditional ones for hyperspectral band 
selection. Amankwah [13] proposed the spatial MI for the selection of best bands. The spatial MI is based on a 
combination of mutual information and a weighting function based on a dissimilarity metric and hierarchical 
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clustering. Varade et al. [14] utilized the denoising error response of the hyperspectral bands and the first principal 
component for the selection of best bands. In another approach, Varade et al. [15] proposed utilizing the Normalized 
MI (NMI) based on the weighted entropy of hyperspectral band clusters and the first principal component.  

In this paper, we assess the different normalization schemes in the literature for the determination of most 
informative bands in hyperspectral data. Additionally, we also investigate the potential of the various mutual 
information adjustment schemes for the dimensionality reduction of hyperspectral data. The proposed approach 
utilizes global mutual information in contrast to the conventional local mutual information. Thus, a new simple 
strategy is defined for deriving the expectation of mutual information required in the adjustment schemes. The 
experiments to evaluate the various normalization and adjustment schemes are performed using four state of the art 
hyperspectral datasets that are widely used in the literature. The potential of the schemes for dimensionality reduction 
is investigated using supervised classification of the selected bands using random forest technique. 

II. MATERIALS AND METHODS 

2.1  Experimental datasets 

The experiments to investigate the potential of the different normalization and adjustment schemes for mutual 
information in the context of hyperspectral band selection were carried out using four state of the art datasets 
described as follows.  

 Indian Pines dataset: This dataset comprises 200 bands with a spatial coverage of 145x145 pixels per 
band at a spatial resolution of approximately 6m in the spectral range of 400 - 2500nm using the 
Airborne Visible/Infrared Imaging Spectrometer over the Indian Pines test site in North-West Indiana, 
U.S.A [16].  

 Dhundi dataset: This dataset comprises a Fast Line-of-sight Atmospheric Analysis of Hypercubes 
(FLAASH) corrected Hyperion dataset of 196 bands at 30 m spatial resolution with dimensions of 
200x200 per band. Dhundi is located in the lower Indian Himalayas, and subsequently, the Dhundi 
datasets cover land cover corresponding to the high mountain regions [15].  

 Pavia University dataset: This dataset covers semi-urban classes of the Pavia University area from the 
Reflective Optics System Imaging Spectrometer (ROSIS-3) airborne sensor. The spectral range of 
ROSIS-3 is between 430 to 860 nm with 115 bands. However, the Pavia University dataset comprises 
103 bands as 12 noisy bands were removed. The spatial resolution of this dataset is about 1.3m, and the 
dimensions per band are 610x340. 

 Salinas dataset: This dataset consists of 204 bands at a high spatial resolution of 3.7 m pixels and 512 x 
217 pixels per band over Salinas Valley, California acquired by the AVIRIS sensor.  

 

2.2  Background 

The mutual information of two random variables is defined using the individual entropies of the random variables 
and their joint entropy. Consider a discrete random variable A such that it takes on values {a1, a2, a3…., an} with a 
probability distribution of P(A), then the entropy of A is given as follows. 

 
1

( ) ( ) ( )
n

j

H A p a ln p a


   (1) 

Now, let us consider another discrete random variable B, defined by the probability distribution of P(B) taking on 
values {b1, b2, b3…., bn}. If the variables A and B are jointly distributed, their joint probability distribution will be 
defined as P(A, B) and the joint entropy will be defined as follows.  
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The information similarity or the independence of the variables A and B can be measured by evaluating the MI 
between these variables as follows.  
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where I indicates the MI between the two random variables A and B. 

For any two random variables that are statistically dependent, MI>0 and when they are statistically independent, 
the MI=0. However, MI is not by itself a suitable measure of statistical dependency or independency between two 
random variables. For example, MI can be low when either A and B present a weak relation, or their entropies are 
small. Thus, it is a common practice to normalize the mutual information (NMI) [6, 17]. 

 

2.3. Normalization and adjustment schemes for mutual information 

The normalization of a similarity metric or distance metric is carried out to restrict its range within a fixed 
interval, typically [0, 1]. There are different normalization schemes possible to constrain the range of MI, such that 1 
represents the strongest relationship between the two random variables, and 0 represents their independency.  
Additionally, the metrics should exhibit the constant baseline property such that its expected values at random 
samples should remain constant. Typically, the baseline value should remain zero. However, seldom any metrics 
follow the constant baseline property. Thus, an adjustment scheme was proposed by Vinh et al. [18] to account for 
this issue. The various schemes for normalized MI (NMI) and corresponding adjustment MI (AMI) are shown in 
Table 1 [18]. 

Table 1. The different types of NMI and corresponding AMI variants 
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2.4. Methods 

As evident from the previous background, the proposed strategy for investigating the various normalization and 
adjustment schemes for hyperspectral band selection first requires the determination of the individual and the joint 
entropies. Varade et al. [7] indicated an alternative approach to the forward search strategy for band selection by 
utilizing the global mutual information computed between each of the hyperspectral bands and a reference that is the 
ground truth for the supervised selection and the first principal component in the case of unsupervised selection. 
Further, in Varade et al. [15], the first principal component was shown to produce relatively better classification 
results as compared to the best band of hyperspectral datasets. In the proposed approach, as shown in Figure 1, we 
follow a similar strategy. Thus, the individual entropy for a particular band (X) amongst the N bands of hyperspectral 



International Journal of  New Innovations in Engineering and Technology                            
 

Volume 14 Issue 4 September 2020 4 ISSN: 2319-6319 

data (X) and the joint entropy of X with the first principal component PC1 which is selected as reference R.  Then the 
mutual information between the band X and the reference R is shown in equation 4.  
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Figure 1.  Workflow for the proposed approach for the computation of the normalized mutual information and the adjusted mutual information.  

In equation 4, x and r represent the pixels values taken by the particular hyperspectral band and the first principal 
component. Based on the individual probabilities H(X) and H(R), the joint probability H(X, R), and the mutual 
information I(X, R), the various normalized variants of mutual information defined in Table 1 are computed. For the 
computation of the adjusted mutual information, we define a new strategy for the determination of the expectation of 
mutual information. Typically, the expectation of mutual information should be computed from the random samples 
collected from X, and R. Such a strategy does not work when we consider classes in the ground truth corresponding to 
very few pixels. This creates a problem in maintaining constant baseline property. Since the constant baseline 
property should be localized, considering the various classes, we define a simple strategy utilizing a moving average 
filter with three different window sizes. The objective here is to compute multiple instances of mutual information for 
a local mean filtered image with different neighbourhood sizes. The same process is applied to the reference image, 
and then the mutual information is computed for each of the neighbourhood sizes. The mean of the derived multiple 
mutual information is used as the expectation of mutual information. For simplicity and lower run time, we restrict the 
number of filter iterations to 3 with neighbourhood sizes 3, 5 and 7 corresponding to w1, w2 and w3.   

III. RESULTS AND DISCUSSION 

The different variants of the adjusted mutual information are computed using the expressions shown in Table 1. 
The different variants of NMI and AMI are used separately to rank bands such that the highest value indicates the best 
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band in each of the variants. The subsequent best bands are selected by identifying the local maxima of a particular 
NMI/AMI variant for that variant. To evaluate the potential of the different variants of NMI/AMI for the selection of 
the best bands, we perform supervised classification using a random forest classifier with 100 trees and 20% training. 
A comparison for each of the case is carried out by evaluating the classification accuracy determined by the Kappa 
coefficient, as shown in Figures 2 and 3.  

  

  
 

Figure 2.  Classification accuracy for the different variants of mutual information with respect to the number of bands for the four test datasets at 
20% training data supplied to the random forest classifier. 

In Figure 2, it is observed that for each of the variants, the classification accuracy increases as the number of 
selected bands used are increased. Similarly, in Figure 3, expectedly, the classification accuracy increases as the 
percentage of training samples increase. It is worth mentioning that the training samples for classification are selected 
randomly, and the Kappa coefficient for each of the cases referring to the number of bands and the training sample 
volume is computed as the mean of Kappa coefficient values observed for four iterations. In general, the AMI based 
variants result in significantly better classification accuracy as compared to the NMI variants. Figure 4 (a) and (b) 
illustrates the mean accuracy for the two cases shown in Figures 2 and 3. It is observed that the mean Kappa 
coefficient for 10, 20, 30, 40, 50 and 60 bands at 20% training is the highest for the AMImin followed by AMIjt which 
is 0.9109 and 0.9107, respectively. For the case of 20 bands with training sample volumes varying between 15, 30, 
45, 60, 75 and 90, the mean Kappa coefficient of 0.8665 for the AMIsum is the best. For this case, the AMImin and the 
AMIjt follow next in terms of the relatively higher Kappa coefficient. Overall, it is observed that the AMImin shows the 
best accuracy over the mean of the two cases, as mentioned above, as shown in Figure 5. Table 2 summarizes the 
mean Kappa coefficient values for the two cases. Overall from the analysis, it was observed that the AMImin and the 
AMIjt not only showed relatively higher performance for band selection but were also consistent as they observed the 
best mean Kappa for two datasets each. In case of the variants of the NMI, the best normalization scheme was 
observed to be NMIsum.  This is observed in agreement with the normalization scheme used for band selection in Uso 
et al. [6] and Varade et al. [14, 15].  
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Figure 3.  Classification accuracy for the different variants of mutual information with respect to the volume of training data for the four test 
datasets for 20 selected bands using the random forest classifier. 

 

  
(a) (b) 

Figure 4.  Mean Kappa coefficients for the four test datasets for the different variants of mutual information with respect to the number of 
selected bands and the volume of training data in (a) and (b). The mean Kappa coefficient from (a) and (b) is shown in (c).  
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Figure 5.  The mean Kappa coefficient from (a) and (b) is shown in (c).  

 

Table 2. Kappa coefficients values corresponding to Figure 4 and 5. 

Fixed Training at 20% Fixed number of selected bands 20 Overall 

Scheme Indian Pines Dhundi PaviaU Salinas Indian Pines Dhundi PaviaU Salinas Mean 

NMIsum 0.7906 0.9944 0.9206 0.9211 0.7335 0.9912 0.8255 0.9064 0.8854 

NMIjt 0.6709 0.9900 0.9217 0.9222 0.7159 0.9912 0.8256 0.9090 0.8683 

NMImax 0.6723 0.9947 0.9214 0.9219 0.7167 0.9898 0.8258 0.9095 0.8690 

NMIsqrt 0.6577 0.9940 0.9223 0.9239 0.7147 0.9893 0.8246 0.9070 0.8667 

NMImin 0.7789 0.9943 0.9175 0.9100 0.7272 0.9903 0.8282 0.9059 0.8815 

AMIsum 0.7991 0.9952 0.9211 0.9128 0.7416 0.9923 0.8270 0.9053 0.8868 

AMIjt 0.8014 0.9951 0.9239 0.9226 0.7439 0.9913 0.8224 0.9074 0.8885 

AMImax 0.8017 0.9950 0.9192 0.9225 0.7381 0.9921 0.8274 0.9062 0.8878 

AMIsqrt 0.7999 0.9951 0.9170 0.9245 0.7347 0.9921 0.8280 0.9051 0.8871 

AMImin 0.8098 0.9936 0.9192 0.9209 0.7378 0.9915 0.8310 0.9051 0.8886 
 

IV. CONCLUSION 

Mutual information and techniques based on mutual information have been widely used in the literature for 
feature selection in numerous areas, including medical imaging, land use land cover analysis, etc. Normalization of 
mutual information is significant to impart the essential qualities of a metric for the determination of the dependency 
between two random variables. In this study, we investigated the optimal normalization scheme for mutual 
information from the perspective of feature selection in hyperspectral data. We further examined the AMI as a band 
ranking parameter for hyperspectral feature selection. Towards this end, we performed experiments with four state of 
the art hyperspectral datasets. The experimental results revealed that the best bands selected using the different 
variants of AMI outperform those selected by NMI in terms of the classification accuracy. It was observed that the 
most appropriate information similarity measures for hyperspectral band selection include the AMImin and the AMIjt. 



International Journal of  New Innovations in Engineering and Technology                            
 

Volume 14 Issue 4 September 2020 8 ISSN: 2319-6319 

Both these measure were significantly better than NMIsum, which was determined to be the best variant of NMI for 
hyperspectral band selection.  
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