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Abstract:  Rapid technological enhancements resulted in existence of oversized raw data in this digital age. Extraction of 

patterns/associations with existing simple models is a cumbersome task. One of the technique/algorithms to find 

correlation among the databases is achieved through association rule mining.The core emphasis of this paper is to analyse 

and compare the association rule mining algorithms namely Apriori and FP-Growth. The parameters considered are 

efficiency, techniques used, memory usage and so on.The study reveals that FP growth algorithm is more efficient, less 

time and space consuming as compared to Apriori algorithm. 
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I. INTRODUCTION 

Due to the rapid enhancements in both hardware and software in this era, enormous data in digital format is 

produced in every next second andavailable on our fingertips. Transactional databases, relational databases, 

multimedia databases, temporal databases, spatial databases, www to name the few are the main sources of this 

gigantic data. One of the major challenges of this age is to search trends, patterns and relationships on this data 

through simple models, making crispand useful information and further knowledge. Since the valuable and 

interesting knowledge are not mined for decision making from this unprocessed data with the prevailing traditional 

data analysis tools and methods, so there is need to develop a technique through which analysis of such raw data is 

possible. Data mining is the computing method of analysing data to determine unknown and unidentified patterns 

and predict valuable trends. Data mining includes various steps which comprises of collection, access and 

warehousing of data and data mining as a final point. Data mining is also defined as sequence of action for the 

exploration of data in innumerable means to discern unknown associations which are unfamiliar and possibly 

valuable information for decision making. This is vital in direction to envisage yet to come trends and behaviours 

and to make proactive decisions [10]. Different data mining techniques have been studied to process and analyse 

several types of data patterns, where the most popular data mining tasks are Classification, Summarization, 

Association Rule Mining and Clustering [6]. One of the significant techniques of Data mining is Association Rule 

Mining [16] .Extractions of interesting associations and patterns among interrelated itemsets from gigantic databases 

are accomplished by this approach. Association rules are extensively used in innumerable areas such as market 

basket analysis[12], medical diagnosis[3][5], census data[2][4] , protein sequences [1][13], Customer Relationship 

Management[7][12][17] to list a few. Generation of the frequent itemsets from the dataset is the prerequisite 

condition for Association Rule Mining. Association Rule Mining involves frequent itemset generation followed by 

discovering the rules. Those itemsets in the dataset which exceeds the minimum support are considered as frequent 

itemset and rules are identified from these frequent itemsets having confidence greater than minimum support 

[14][18].Association rules are if/then statements consisting of an antecedent (if) and a consequent (then) part [8]. 

 

II. ALGORITHMS OF ASSOCIATION RULE MINING 

Numbers of algorithms for Association Rule Mining areexisting. To name a few AIS [6], SETM [11], AprioriTID 

[15], AprioriHybrid[15]. In this paper, only two very significantalgorithms are analysed for the generation of best 

rules from the gigantic databases.  

 

2.1 Apriori Algorithm 

Apriori is a conventional algorithm, anticipated by Rakesh Agrawal and RamakrishnanSrikant in the year 1994 for 

finding frequent itemsets in a dataset for boolean association rule[15]. It was named as Apriori as the algorithm uses 

previous knowledge of properties of frequent itemset. Apriori algorithm works on anti-monotonicity property of the 

support measure. It adopts that all subsets of a frequent itemset must be frequent. It uses bottom up approach. 

Algorithm followed by Agrawal and Srikant are illustrated in figure1. 

L1 ={large 1-itemsets}; 

for ( k=2; Lk-1≠ф ;k++ )  
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    do begin 

Ck= Apriori-gen9(Lk-1);   

forall transactions tϵ  D  

          do begin 

            Ct =subset(Ck ,t);  Candidates contained in t 

forall candidates c ϵ  Ct 

              do 

c.count++; 

         end 

         Lk = {c ϵ  Ck | c.count>= minsup} 

end  

Answer=U k Lk ; 

Figure 1: Algorithm for Apriori[15] 

Features 

 Works on generate and test approach. 

 Uses bottom up approach. 

 Downward closure property [15]. 

 Generation of candidate itemset. 

 Apriori property. 

 Use of union and pruning technique. 

 Involves two step approachi.e., frequent itemset generation and rule generation. 

 Database is read for eachiteration. 

Advantages  

 Simple and easy to implement. 

 Generate rules on gigantic databases. 

 Supported by varied tools. 

 

Disadvantages 

 Not an efficient algorithm. 

 Generation of candidate itemset is expensive. 

 Support calculation is costly. 

 Execution time is high. 

 Requires more storage space. 

 

2.2 Fp-Growth Algorithm 

As there were number of restrictions in Apriori algorithm, in the year 2000 Jiawei Han, Jian Pei and Yiwen Yin 

proposed Frequent Pattern Growth algorithm. Algorithm uses the concept of tree generation for frequent itemsets 

insteadof candidate frequent itemset generation. It is based on three main conventions i.e. construction of FP tree, FP 

tree based pattern fragment growth mining method and partitioned based divide and conquer technique.Efficacy of 

this algorithm is highly increased because it uses FP direct pattern generation from single tree and last frequent 

events as suffix [9]. Figure 2 and 3depicts the algorithm  proposed by Han et al. 

 

Algorithm 1 (FP-tree construction) 

Input: A transaction database DB and a minimum 

support threshold.  

Output: Its frequent pattern tree, FP-tree 

Method: The FP-tree is constructed in the following 

steps: 

1. Scan the transaction database DB once. Collect the 

set of frequent items F and their supports. Sort F in 

support descending order as L, the list of frequent 

items. 

2. Create the root of an FP-tree, T, and label it as 

“null". For each transaction Trans in DB do the 

following. 
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Select and sort the frequent items in Trans 

According to the order of L. Let the sorted 

Frequent item list in Trans be [p|P], where p is the first 

element and P is the remaining list. Call insert 

tree([p|P], T) 

Figure 2: Algorithm for FP –Tree generation [9] 

 

Algorithm 2 (FP-growth: Mining frequent patterns with FP-tree by pattern 

fragment growth) 

 

Input: FP-tree constructed based on Algorithm 1, using DB and a 

minimum support threshold . 

Output: The complete set of frequent patterns. 

Method: Call FP-growth (FP-tree , null). 

Procedure FP-growth (Tree, α) 

{ 

if Tree contains a single path P 

then for each combination (denoted as β) 

of the nodes in the path P do 

   generate pattern βUα with support = 

   minimum support of nodes in β ; 

else for each ai in the header of Tree  

 do  

 { 

   generate pattern β= ai Uα  with 

   support = ai.support; 

   construct β 's conditional pattern base      

   and then β 's conditional FP-tree Treeβ; 

   if Treeβ ≠ᶲ  ; 

   then call FP-growth (Treeβ, β) 

  } 

 

Figure 3: FP-Growth Algorithm[9] 

 

Features 

 * Works on the concept of depth-first approach.         .  

 Uses frequent pattern tree for frequent itemset generation and generate rules directly from this tree. 

 Apply divide and conquer strategy. 

 Reads the file only twice. 

 

Advantages 

 Fast and efficient algorithm. 

 No candidate generation. 

 Execution time is small. 

 Requires less storage space. 

 

Disadvantages 

 Not easy and simple algorithm. 

 For large databases, FP tree does not fit in memory. 

 Generation of the tree is costly. 

 

III. COMPARISON OF ASSOCIATION RULE MINING ALGORITHMS 

Two widespread algorithms for association data mining namely Apriori algorithm and FP growth algorithm along 

with their important features, advantages and disadvantages are considered for this study. Comparisons of these 

algorithms are organizedin tabularizedlayout. 
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Table 1: Apriori v/s FP- Growth Algorithm 

Parameters/Factors Apriori FP-Growth 

Processing speed Slow Fast 

Internal storage structure Array Tree 

Searching Technique Breadth first Depth first 

Database scan Multiple  Only two  

Candidate generation  Yes No 

Memory Large Small 

Technique Apriori property Construction of pattern tree 

Runtime complexity(with 

increase in dataset size) 

Exponential   Linear 

Efficiency Low High 

Approach Generate and test Divide and conquer 

Operations Count accumulation and prefix 

count adjustment  

Candidate set generation and 

pattern matching 

Comparison of Apriori algorithm and FP-Growth algorithm are depicted in Table1. Comparison is done on the basis 

of various parameters/factors such as speed, searching technique, candidate generationand efficiency and so on.  

 

IV. CONCLUSION AND FUTURE SCOPE 

The paper contributes a crispexplanation to the data mining and association rule mining. Two very important 

algorithms: Apriori and FP Growth were considered in the study. Important characteristics along with their pros and 

cons of these algorithms are discussed followed by comparative analysis. The comparison reveals that FP growth 

algorithm is more efficient, less time and space consuming as compared to Apriori algorithm.In future, these 

algorithms will be compared with more existing algorithms. 
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