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Abstract- This paper describes an algorithm of homotopy classes and cell decomposition to path planning for robot 

motion planning. The motion planning problem of a rigid body vehicle is divided into two subproblems in this method: (i) 

decomposing a given free space into a finite number of simple shaped regions in such a way that the second subproblem 

become natural and easy, and (ii) planning a detailed motion from the start position/orientation to the goal using the 

aforementioned global path. This paper mainly deals with the first subproblem. In this method, the most important point 

is how to decompose a world into simpler regions called cells. The method proposes several new concepts including fences. 

The planned path is a sequence of fence sequence belonging to these cells. In this paper, we propose homotopy classes and 

cell decomposition as a solution to subproblem (i). Probably, this decomposition method is the first method proposed for 

symbolic representation of homotopy classes. 

 

I. INTRODUCTION 

The motion planning problem for a robot is not a simple task. It is advantageous to divide a complex problem into 

subproblems. This problem can be divided into the following two distinct subproblems: 

1. global path planning, and 

2. local motion planning. 

where the global path planning task is to decide the best path class and the local motion planning task is to determine 

the exact motion. This paper discusses several aspects in the first issue. The discussions and analyses given in this 

paper is related to the most abstract level of all path/motion planning problems, since only the connectivity of 

geometrical objects are discussed. 

Let us consider a town which has n+1 streets and m+1 avenues with n, m  1. Namely, this town consists of mn 

counterclockwise (ccw) polygons and one cw polygon. An example is shown in Figure 1 where n = 4 and m = 3. 

Now consider paths from the SW corner to the NE corner consisting of only north bound or east bound segments. 

How many distinct paths generally exist? Notice that the path shown in the Figure can be symbolically described as 

“ENEENNE”. The number of distinct paths is equal to the number of combinations of taking n eastbound segments 

out of all n + m segments. Therefore, the total number c(n, m) of combinations is 

start

goal

 
Figure 1:   A Street Map 
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Specifically in this town, the total number of “reasonable paths” is  
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In a special case where n = m (the town is square shaped), the number becomes 
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and this function c is not polynomial of n. That means if we execute an exhaustive search, the computation cost is 

extremely high. Notice that if we allow southbound or westbound segments, i.e. we allow cycles, there are infinitely 

many distinct paths. 

In this paper, we propose Homotopy classes and cell decompositions as a solution to unambiguous symbolic 

representation of Homotopy classes. The meaning of “optimality” is not addressed in this paper. We propose a 

general framework under which the motion planning problem is effectively solved with an arbitrary cost function for 

optimality. 

Previously several cell decomposition methods have been proposed [1, 2, 3, 4]. Vertical and horizontal 

decompositions by Chazelle [2] are special ones of convex decompositions. The concept of convex decompositions 

is used instead of vertical or horizontal decomposition for a given polygonal world [5]. 

Several concepts and theories have been developed which may lead to solve the motion planning problem. The 

configuration space approach is one global motion planning method using the concept of the vehicle configuration 

(x, y,  ) [6]. The artificial potential field method is a path planning method for a point robot. [7]. The Voronoi 

diagrams method is one of a robot path planning [8]. Other class of path planning methods based on Voronoi 

diagram which can be implemented either as off-line algorithm [9] or on-line algorithm [10]. In Voronoi diagram 

based algorithms the resultant path consists of line segments which make the robot stop at each line segment, change 

its direction and continue. Such movement causes power consumption to the robot. In order to overcome this 

problem and satisfy initial position and shortest path conditions two Bezier curves are used [11, 12]. 

There are a lot of algorithms to find a collision-free path [13, 14]. Most of them are based on the so called road map 

approaches like visibility graph method. 

Different obstacle avoidance path planning approaches have been reported in the literature [15] [16], including ones 

using potential fields [17] [18]. 

One commonly used approach is based on the Dijkstra’s algorithm, finding the shortest path through a graph 

representing an environment [19]. 

The other global motion planning ideas can be found in other research reports. Some of these focuses on the motion 

planning for manipulators [20] and others provide general ideas [21, 22, 23, 24, 25, 26]. 

 

II. HOMOTOPY 

We consider a plan 2 with holes. A hole is an obstacle for a robot, which is a point in this section. A free space F 

is the complement of the union of all holes. There might be a hole among them which completely surrounds the free 

space, which is said to be inverted. Every free space is a connected subset of 2 (Fig. 2). 

 

 
(a) Without inverted hole         (b) With inverted hole 

Figure 2:   Worlds with Holes 

 

In this section, a directed curve or a directed path  is represented by a continuous function  f: [0, 1]  F. The two 

points f (0) and f (1) are called its endpoints of  . The curve is said to join the endpoints. A curve has its natural 

direction from f (0) to f (1). Obviously, there are infinitely many curves joining given two points S and G in F (Fig. 

3). In this Figure, curves 1 and 2 are somewhat similar and so are curves 3 and 4. However, 1 and 3 are 

not. This concept has formally defined in the field of algebraic topology [27] and will be followed. Two curves  

and  (defined by f and f respectively) are said to be homotopic if and only if there exists a continuous function  : 

[0, 1] x [0, 1]  F such that 

 (0, t) = f (0) for all t  [0, 1], 

 (1, t) = f (1) for all t  [0, 1], 

 (s, 0) = f (s) for all s  [0, 1], and 

 (s, 1) = f  (s) for all s  [0, 1]. 
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i.e., informally speaking,  can be continuously transformed into  without running over any holes with both 

endpoint fixed (Fig. 4). If  and  are equivalent, we write  

   (4) 

Obviously, this relation depends on the free space F and their endpoints. In Figure 3, 1  2 and 3  4. 

Proposition 1 2 The relation  is an equivalence relation [27]. 

There are countable equivalence classes of curves even in a world with a finite number of holes. 

1                                                          G 

2 

 

 

                                                    3 

                                                                      4 

 

5 

S 

 

Figure 3:   Homotopic Curves 
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Figure 4:   Continuous Transformation of Curves 

 

III. REPRESENTATION OF HOMOTOPY CLASSES 

Now we consider the problem of “how to symbolically represent each Homotopy class in a given F?”. We present a 

method based on “fences” in this paper. 

We assume that a world contains a finite number n of a normal hole. If an inverted hole does not exist in the world, 

we consider an imaginary inverted hole enclosing all the normal holes with an indefinitely large size. A fence L in 

this world is a loop-free curve which connects two holes, where L does not intersects any holes except at its 

endpoints. We add n fences to the world in a way such that all the n + 1 holes are connected. A structure consisting 

of n + 1 holes and n fences is said to be a connected world (Fig. 5). Obviously, for a world with n  2, there are more 

than one way to construct connected world. 

 

 
 

Figure 5:   Connected World (I) 

 

Proposition 2  In a connected world, 

 There exists no cycle that is made by holes and fences. 

 Its free space F is connected, i.e., F is not divided into more than one part. 
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One “standard” way to connect a world by fence is to add vertical downward fences at the left end of each holes 

(Fig. 6). 

In a three-hole world shown in Figure 7, three distinct Homotopy classes can be represented by fences which are 

crossed by paths: , a, b 

 
 

Figure 6:   Connected World (II) 

 

                                                                         a 

 

 

                                                                    a 

 

                                                                                               
 

 

                                                                                                         b 

 

                                                                                                           b 

Figure 7:   Fence Sequence (I) 

 

If we consider some other classes of paths, however, it is better we give an orientation to each fence. We redefine a 

fence so that it has two sides: a plus side and minus side (Fig. 8). 

-

a
-+

+
b

a

 bab

S

G

 
Figure 8:   Fence Sequence (II) 

  

A curve  (represented by f) is said to intersect a fence L if there exists an s  [0, 1] such that f (s) is on L and two 

points f (s + ), f (s - ) are on the opposite sides of L if  > 0 is small enough. We differentiate the two types of 

intersecting relations of a path and a fence L. If the path intersects L from its plus side to its minus side, its 

intersecting mode is said to be the plus mode and is expressed by a symbol L+; otherwise, it is said to be minus 

mode and is expressed by a symbol L-. If a world has a finite number of fences, the set of all intersecting modes is 

 = { L+, L-  L is a fence in the world}. (5) 

If a fence sequence fs() has a subsequence of a form L+ L- or L- L+ (Fig. 9(a)), a part of the curve  can be 

simplified, because 

Proposition 3  For a curve , if there exist a fence L and fence sequence 1, 2 such that 

fs() = 1 L+ L- 2 (6)   

fs() = 1 L- L+ 2 (7) 

there exists a curve  such that    and  

fs() = 1 2 (8) 
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A curve  is said to osculate a fence L if there exists an s  [0, 1] such that f(s) is on L and two points f(s + ), f(s - 

) are on the same side of L if  > 0 is small enough (Fig. 9(b)). We can eliminate the portion, because   

 



L

-+



L

-+

LL

 
(a) Complementary modes        (b) Osculating curve 

Figure 9:   Pathological Fence Sequences 

 

Proposition 4  If a curve  is osculating a fence L in a connected world, there exists a curve  such that    and 

 does not osculate L. 

Proof. Obtain  by replacing the part from f(s + ) to  f(s - ) by a sub-curve which does not osculate or intersect 

with L.                                                                                                                                            

By these Propositions, we hereafter assume that, for any curve , 

its fs() does not contain L+ L- or L- L+ for some L, and 

 does not osculate any fence. 

Now we prove that fs() is necessary and sufficient to represent its path class. 

Lemma 1  Let S, T be points (possibly the same) in the free space of a connected world. If fs() = fs() =  for 

two curves  and ,   . 

Proposition 5  For any curves  and , if  fs() = fs(),   . 

Proof. We transform  into  part by part.                            

We proved the half of the fact we wanted to prove.                                                                                               

Proposition 6  For any curves  and , if    , fs() = fs(). 

Sketch of the Proof. First consider the case where no fence L occurs in fs() more than once. Let us draw fences LS 

and LG from S and G to the inverted hole (Fig. 10). Then the structure of the inverted hole, , LS, and LG divide 

the whole world into two sides. Then each normal hole belongs either side. No continuous change of   does not 

change this division of holes. Therefore, each intersection with a fence does not disappear nor newly generated. If 

the same L appears in fs() more than one time, we divide  into several parts and develop a similar discussion as 

stated above.                                                                               

1l 2l 3l

1r

2r

3r 4r

S G

Lift side

 Right side

 
Figure 10:   Division of World 

 

IV. CELL DECOMPOSITION AND CONNECTIVITY GRAPH 

The representation method discussed in the previous section is the minimum specification to a vehicle for its 

navigation for the layered approach. One problem is that when a fence sequence is given to a robot, still it is 

relatively difficult for the robot to find exact motions at each step. Therefore, we try to give more information to the 

detailed navigation agent so that its task becomes easier. 
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In this Section, we assume all example worlds are rectilinear. Although all the discussions in this Section are 

workable to general worlds with minor changes, this assumption makes some part of the discussions easier. 

Furthermore, at this moment, we assume that all holes are rectangles. 

Consider a vertical tangents to a hole in a world. If a hole is convex, there are two vertical tangents (Fig. 11). A 

vertical tangents is divided into two vertical fences. Therefore, in this method, we generate four fences for each hole 

(remember that, as Fig. 6 shows, we used only one fence to each hole in the previous Section). The purpose of 

adding more fences is not only to specify distinct path classes, but also to divide the free area F into smaller subareas 

with simpler shapes. Each area generated by fences and hole boundaries is called a cell (Fig. 12). In this Section, a 

fence means one half of a vertical tangent defined above. 

Hole

fence

fence

vertical tangent

 
Figure 11:   Vertical Tangents 

 

This cell decomposition defines a graph whose nodes are areas and whose edges are fences. The graph generated by 

the world in Figure 12 is shown in Figure 13. With this graph, we can include all geometrical information to help the 

detailed navigation task. Thus some portion of the motion planning problem is converted to a straightforward graph 

search problem. 

Construction of cell decomposition and cell graph can be done as preprocessing for a motion planning system. We 

propose that both vertical and horizontal decomposition are constructed in the preprocessing stage and a user uses 

either one when a pair of S and G is given. 
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Figure 12:   Cell Decomposition 
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Figure 13:   Cell Graph 

 

Lemma 2   

Each cell generated by fences has one of the following shapes. (a) an orthogonal rectangle, (b) an area bounded by 

three orthogonal edges, or (c) an area bounded by one vertical line. These areas are said to be generalized rectangles. 

When we have n normal holes in a world and their positioning is general, there are 3n + 1 cells generated by vertical 

tangents.  

Now we can represent a path class by its fence sequence as shown in Figure 12. The fence sequence of the path 

shown in the figure is bcfikmo. If we specify the cells as well as fences, 

C1 b C3 c C4 f C6 i C9 k C11 m C12 o C13 (9) 

Lemma 2  In this cell decomposition method, we do not need to specify the orientation of each fence. 

We say a path is loop-free if it does not visit the same cell twice. In realistic situations, we are only interested in 

loop-free paths and loop-free path classes. 

An advantage of this method is the second “detailed motion planning” problem becomes simpler if a fence sequence 

in cell decomposition is given.  

 

V. THE SEARCH ALGORITHM 

The purpose of the SEARCH algorithm is to generate all distinct path classes between two identified nodes. To 

accomplish this task the depth first search is adopted in the algorithm.  

The input of the initial routine GEN_PATH_CLASS() are G, the cell graph, s, the node which represents the cell 

containing start configuration and g, the node which represents the cell containing goal configuration. 

The outputs of the algorithm are all distinct path classes represented by fence sequences and the number of path 

classes if start and goal configurations are not in the same cell. Otherwise, print the message "The start and goal 

configurations are in the same cell". 

The algorithm can now be described as follows: 

   

ALGORITHM  PATH CLASSES METHOD 

GEN_PATH_CLASS (G, s, g) 

if s = g  

     output ("the start and goal configurations are 

                          in the same cell") 

else 

     for each node v in V [G]  

               parent [v] = NIL 

     count = 0 

     parent [s] = s 

    DFS_VISIT (G, s, g) 

    output (count) 

 

DFS_VISIT (G, u, g) 
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if u = g  

      count = count + 1 

      PRINT_PATH 

else 

      for each node v adjacent to u   

               if parent [v] = NIL 

                      parent [v] = u 

                     DFS_VISIT (G, v, g) 

                      parent [v] = NIL 

 

Applying this algorithm to Figure 13, there are 12 simple paths from S to G represented by fence sequences. A 

simple path is a path which visits a cell at most once. The following are the listing of these paths: 

1. b d h p 

2. b d g j l n o 

3. b d g j k m o 

4. b c f i l n o 

5. b c f i k m o 

6. b c f i j g h p 

7. a e i l n o 

8. a e i k m o 

9. a e i j g h p 

10. a e f c d h p 

11. a e f c d g j l n o 

12. a e f c d g j k m o 

 

VI. CONCLUSIONS 

The proposed homotopy classes and cell decomposition method gives a new solution to the path planning problem. 

This method gives answers to the following: how to symbolically represent homotopy classes? and how to find the 

“optimal” path class for a given pair of robot configurations. The results are: 

The set of “fence sequences” in a “homotopically decomposed world” is an answer to first question.  

The “connectivity graph” of a homotopically decomposed world is an answer to second question.  

An advantage of this method is the second “detailed motion planning” problem becomes simpler if a fence sequence 

in cell decomposition is given.  
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