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Abstract-Deep learning is presently an effective research area in machine learning technique and pattern classification 

association. This has achieved huge success in the areas of many applications. The feature extraction that is become the 

big part in a field of deep learning technique such as Convolutional Neural Network (CNN) has dramatically advanced 

challenging computer vision tasks, especially in object detection and object classification, achieving state-of-the-art 

performance in several computer vision tasks including text recognition, sign recognition, face recognition and scene 

understanding. In this paper we will see how it become useful for the keyword spotting task in historical documents which 

consists in retrieving information from documents based on a keyword query. The query can be done by-example by 

providing an image of the searched keyword or by-string by providing the searched keyword itself.  

Keywords:Deep Learning, feature extraction, convolutional neural network (CNN), Keyword Spotting, Handwritten 

Documents, Query by Example, and Query by String. 

 

I. INTRODUCTION 

In the last years, we have seen the rise of different approaches for the handwritten recognition task in computer 

vision but it is still a widely unsolved problem. Under different conditions, such as large vocabularies, with different 

writing styles or degraded documents, keyword spotting solutions have been suggested instead of a complete 

transcription to spot words in documents images[6][7]. 

Convolutional neural networks (convents, CNNs) have been established as the state-of-the art models in a wide 

range of vision tasks. The tasks of searching for relevant word images given an image or text query, known in the 

related literature as keyword spotting or word spotting (KWS)[30], is no exception to this rule. Several variants of 

convolutional networks for keyword spotting have been proposed and employed with success [34]. 

 

1.1 Image Feature extraction 

Feature extraction can be defined as the fact of reducing an algorithm input data when this data is considered too 

large or redundant for processing. In machine learning, Feature Extraction begins with the initial set of consistent 

data and develops the borrowed values also called as features, expected for being descriptive and non-redundant, 

simplifies the consequent learning and observed steps. In few cases it Feature Extraction associates the decreasing 

the amount of assets needed to define a huge set of information. The result of feature extraction process is called 

feature vector. The feature vector is supposed to include the most relevant information from the input data which 

will allow the use of the reduced information instead of the whole initial data without compromising the task process 

[1][2].  

Historical documents as a subset of handwritten documents are valuable resources for scholars so their contents can 

be made available via the internet or other electronic media [4].The main problem is that such contents are only 

available in image formats, which makes them difficult to search.  In this case, document image word spotting 

techniques can be used to search the textual information from the digitized document images and make this 

information accessible to users. Word spotting is the task of locating pecific words in a collection of document 

images [3]. 

Firstly, optical character recognition has been employed for indexing documents. However, this approach is useless 

if documents are degraded or noised. Recently, researchers focused on developing document retrieval systems that 

are based on the analysis of some words describing the content of the researched document [4]. 

This approach that is called Keyword spotting has gained an increasing amount of research interest lately. The goal 

in word spotting is to retrieve parts of a document image collection with respect to a given query. Often times, this 

query representation is either an image (Query-by-Example, QbE) or a string defining the sought after word (Query-

by-String, QbS) [5]. Keyword spotting methods can be separated in two categories. Template-based methods are 

comparing template images of the keyword query with document images. This has the advantage that template 

images are easy to obtain and that no knowledge of the underlying language is necessary. However, at least one 

template image is necessary for each keyword query [6]. Moreover, these systems typically do not generalize well to 

unknown writing styles. Dynamic Time Warping (DTW) has been extensively studied to match template images 

with segmented word images based on a sliding window and different features, such as word profiles, closed 



International Journal of New Innovations in Engineering and Technology 

Volume 10 Issue 4 May 2019  021  ISSN: 2319-6319 

contours or gradient features. Recent segmentationfree methods match template images with whole document 

images. On the other hand, learning-based systems are using supervised learning to train keyword models. These 

methods are expected to generalize better to unknown writing styles but they require a considerable amount of 

labeled training data. Hidden Markov models (HMM) have been proposed for modeling words or characters [7]. The 

character based approach is inspired by systems for complete transcription. It does not depend on keyword images 

for training and can be used to spot arbitrary keywords. Another character based approach is proposed in using 

recurrent neural networks. 

Both categories are relying on features extracted from the images. Such features are generally handcrafted and 

optimizing them for different data sets is often difficult. Deep Learning solutions have shown that it is possible to 

learn features directly from pixels. Restricted Boltzmann Machines (RBM have been extensively used to extract 

features from data sets. Once stacked into Deep Belief Networks (DBN), they are able to extract multi-layer features 

from images. Convolutional RBM shave provene specially successful on images. General Convolutional Neural 

Networks (CNNs) are also used to extract features on large data sets of images or videos [8][9]. 

The systems that are proposed  used for all type of scripts, documents and the letters, these features have been tested 

on well-known benchmark data sets for keyword spotting (IAM offline database, George Washington database and 

Parzival database, Cenparmi) and are compared with benchmark feature sets. 

The rest of this paper is organized as follows. The General Framework of Word Spotting System is introduced in 

Section II. Section III presents the spotting methods. The Data sets are detailed in Section IV and Literature 

Revieware discussed in Section V. Finally, conclusions are drawn in Section VI. 

 

II. THE GENERAL FRAMEWORK OF WORD SPOTTING SYSTEM 

The process of word spotting is divided into two parts document archival processing and query processing [10]. 

Both the process have some common   steps such as pre-processing and feature extraction which are described as 

follow,  

 

2.1 Preprocessing 

Generally, preprocessing stage in document image word spotting has the following processes: binarization, noise 

removal,skewcorrectionandline/wordsegmentation.Pre-processing is a major step for word spotting. It converts the 

data into such form that features can be extracted easily.  

 

2.2 Word image representation 

When building a document image word spotting system, a key consideration is how to represent word images within 

document images. This is fundamental to providing acceptable performance results. One of the most important 

advantagesoffeatureextractionisthatitreducesthestoragerequired and hence the system becomes faster and effective 

 

2.3 Feature Extraction  

For measuring the necessary shape information contained in the pattern, feature extraction is used which makes 

matching patterns easy just by using the formal procedure. The majority of word spotting techniques uses shape 

based features. Shape based features can be of two types low level and high level. The low-level feature describes 

more specific information like gradient direction, Edges, corners, and ridge. High-level features describe 

information like strokes, blobs, reservoir, region, etc. [11] 

 

2.4 Feature Matching 

The Matching process identifies most related word images from the document image with respect to the query word 

image. Matching can be done in two ways complete word matching and incremental word matching. Dynamic Time 

Wrapping is one of the widely used techniques for incremental word matching [12]. There are various distance 

measures available for word matching technique such as Euclidean distance, Cosine Similarity and Normalization  

 

2.5 Cross Correlation (NCC).  

Indexing and Ranking documents are also an important part but here we only focus on feature extraction and 

matching techniques. 

 

III. SPOTTING METHODS 

Several Word spotting techniques review in this section based on the used extracted feature.  

 

 



International Journal of New Innovations in Engineering and Technology 

Volume 10 Issue 4 May 2019  022  ISSN: 2319-6319 

3.1 Profile-based features 

Global shape features such as the lower and the upper profiles capture the outline of a word. A profile is represented 

by a one-dimensional vector corresponding to the column-wise distance from the top of the bounding box to the 

foreground pixel of a word[13]. The distance between two profiles can be computed by any distance measure such 

as Euclidian distance (ED) and Dynamic Time Wrapping (DTW). 

 

3.2 Gradient, Structural features 

These features are capable of measuring the characteristics of an image at global, intermediate and local ranges, 

respectively. Generally, GSC is suitable features for handwritten document word spotting since they are able to 

capture the shape of the written words. 

Similarly GLBP is a gradient feature that improves the Histogram of Oriented Gradients (HOG) [14] by calculating 

the gradient information at transitions of the Local Binary [15] Pattern code. For the matching step, some of 

approaches use the Euclidian Distance and the Cosine Similarity. 

 

3.3 Bag of features 

Thestate-of-the-artbagoffeaturesmodelhasbeenusedfor word spotting. Visual words are referred as visterms[16]. 

Matching is carried out with the use of bag-ofwordspoweredbySIFTdescriptorswhichareextractedfrom word images 

[17]. 

 

3.4 Other Features 

Some graph-based approaches are proposed in which Attributed graphs are constructed using a part-based approach. 

While graph nodes correspond to grapheme which is extracted from convex groups of the skeleton, 

representadjacencyrelations between graphemes nodes. 

Some introduced thePyramidalHistogramof Characters(PHOC)basedattributerepresentationwhichcan be used to 

represent both word images and strings. Fisher Vector representation of the images is used to the attribute 

representation. The spatial position of characters in word images is encoded using the Pyramidal Histogram of 

Characters(PHOC).  

Convolution Neural Networks(CNNs)forfeatureextraction.Thisallowsbuilding robust representations for word 

spotting. Training was performed using stochastic gradient descent algorithmIntroducedPHOCNet, a deep CNN 

architecture trained with PHOC representation.  

 

IV. DATA SETS 

Development of robust document image word spotting systems requires databases of adequate size and diversity 

(many writers, multiple samples per writer, etc.) [4] That contains an adequate amount of variations of several 

factors such as script, writing styles, font size and quality. In this section, we will review several databases that have 

been used in the literature for various documents image understanding tasks including word spotting task.  

 

4.1 George Washington database (GW)  

This data set has become standard benchmarks for word spotting. It consists of 20 pages from a letter book by 

George Washington. The corresponding annotation contains word level bounding boxes and transcriptions for 4860 

words. Written by George Washington in the year 1755 

 

4.2 IAM database 

Originally proposed as a handwriting recognition benchmark, the IAM-DB data set has recently enjoyed an 

increased use as word spotting benchmark as well. It contains a total of 115320 words from 657 different writers. It 

is divided into three sets: training, testing and validation. A good property of this data is that each set 

includestextlineswrittenbyseveralwriterswhichmake it a good choice for word spotting with different writing styles.  

 

4.3 Parzival database  

The Parzival database includes 45 pages written using German language in the thirteenth century. It is 

consideredasagoodchoiceforwordspottingtaskas itiswritten by three writers [18]. 

 

4.4 Cenparmi 

The CENPARMI database includes 137 documents written by 13 writers. The database contains 2107 text lines. It is 

divided into two sets: testing and validation. The testing set contains 112 documents while the validation set 

contains 25 documents. 
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Table 1 shows the summary of the databases used in word spotting tasks. 

Databases Description Writers 

GW 20 Pages 2 

CENPARMI 137 Documents 13 

IAM Database 1539 Pages 657 

Parzival database 45 Pages 3 

 

V. LITERATURE REVIEW 

5.1 Early Work for Word Spotting based on the Variousfeature Extraction Techniques 

Ali Abidi et al. [19] have used the height, width and convex area of each partial word as scalar features along with 

the vertical and horizontal word profiles. The reported act rate was 72 % in terms of F-Allowance on 115 queries 

and 90 handwritten documents written by 90 writers.  

Later Wie and Gao [20] imported a system for locating words in the Mongolian Kanjur documents. The authors used 

four profile-based features for depicting word images. Queries are synthesized using pre-extracted glyph. They 

figured their system using 200 Mongolian Kanjur document images where the average R-precision rate was 61.02%. 

The R-precision is the ratio of the number of admissible retrieved words in the top R results to the total number of 

admissible words. 

To better handle intra-class variability, Giotis et al. [21] proposed a shape-based equivalent scheme that makes use 

of local contour features formed by continuous connected curves. The evaluation is done using the GRPOLY-DBI 

[22] and the GW datasets. A mAP of 60.04 and 37.86 % was obtained for the tow datasets, respectively.Rabaev et 

al. [23] propose to use a pyramid-based method where HOG features are extracted at each level of the pyramid. For 

query matching, hierarchical searchisperformedstartingfromthehighestlevelofthepyramid.Fourdatasetsareusedto 

figure theproposedmethod, the GW, Lord Byron, the Cairo Genizah collection and Arabic Manuscripts from 

Harvard University. The reported mAP value is 85.53 % on the GW dataset. 

Retsinas et al. [24] proposed to use a combination of global and local descriptors based on projection of oriented 

gradients, POG. Euclidean distance is used for query matching. They figured their approach on the Bentham Dataset 

and reported a mAP value of 77.7 %. 

Graph-based methods [25, 26] are proposed to provide a prosperous representation that is prosperous to the 

deformations of handwriting and to defeat the computational cost associated with the traditional graph matching 

algorithms.  

Buietal. [27] Proposed a graph-based method to describe the structural properties of the word images using in 

substitutes as a descriptor. The graph is constructed using the strokes extracted from the word images. The vertexes 

of the graph represent the strokes while the edges are corresponding to the spatial relationship between strokes. 

Distance between two word images is delineated as edit distance between their corresponding graphs. 

Another graph-based approach is proposed in Riba et al. [28]. Attributed graphs are constructed using a part-based 

approach. While graph nodes correspond to grapheme which is extracted from convex groups of the skeleton, graph 

edges represent adjacency relations between graphemes nodes. The proposed approach is figured on a subset of the 

Barcelona Historical Handwritten Marriages Database (BH2M). They reported a mAP value of 51.62 % 

Hongxi, Guanglai proposed a Bag-of-Visual-Words (BoVW) model for the Mongolian image Documents which 

consists of LLC method, query likelihood model and KL divergence, have been tested and compared with the 

baseline. The best act is 13.43% when the number of clusters increases to 5,500 for BoVW, the best act of LLC is 

reached at 27.99% when the number of neighbors is 2 and the number of clusters is 500. Infer aptly, the act of the 

LLC method is twice as much as the original BoVW approach. [29] 

Rusiñol et al. [30] proposed a segmentation-free word spotting method based on a bag of features model that makes 

use of SIFT. First, the document image is divided into a set of local patches. The local descriptors are extracted for 

each patch as well as for the query image. Then, the distance between the query image descriptors and patch 

descriptors is computed to find the distance between the query image and each patch. Then, the document patches 

with a higher probability of containing instances of the query are retrieved.  

Czunietal. [31] Used local features based on different variations of SIFT descriptor to spot handwritten words. In his 

method, each feature point (q) of the query is only compared to the candidate points of the candidate words which 

lies inside a circle centered at the point q. Then, matching points set is constructed from all feature point pair 

shaving the least Euclidean distance and the least difference in orientation. The distance is computed with the use of 

the matching points for the query and candidate words. The authors reported 85 % accuracy on 22 pages. 
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5.2 Works on CNN for Feature Extraction 

Sehla, Afef [32] gave the two approaches for feature extraction and image encoding which are Bag of Feature and 

deep learning and especially Convolutional Neural Networks (CNN). Concretely, they have used the “AlexNet” 

CNN model trained to perform well on the Image Net dataset. The large act gap between these two families of 

approaches make the BoF image encoding technique useless in result.  

Sharma and Sankar [33] adapted Convolution Neural Networks (CNNs) for feature extraction. This allows building 

prosperous representations for word spotting. Training was performed using stochastic gradient descent algorithm. 

High and low learning rates are assigned for the classification and convolution layers, respectively.  

The proposed method is figured on IAM dataset and reported a mAP value of 46.53 %.The advantage of this 

approach is that it reduces data demand and computational cost.  

Sudholt and Fink [34] importedPHOCNet, a deep CNN architecture trained with PHOC representation. The authors 

figured their work using three datasets; GW, IAM, IFN/ENITdatasets.ThereportedmAPvalueswere92.64%, 82.97 

and 96.11 on the three datasets, respectively. As claimed by the authors, the proposed method outperforms current 

state-of-the-art artapproaches and has short training and test time. 

 

Table 2 Early Work for Word Spotting based on the variousfeature Extraction Techniques 

References Features Language Database size Document Accuracy type 

Ali Abidi et al. [19] DTW Urdu 90 Pages Handwritten F: 72 %  

Wei and Gao [20] DCT Mongolian 200 Pages Handwritten P: 61.02 % 

Giotis et al. [21] PAS dissimilarity Greek GRPOLY-DBI Handwritten P: 60.04 % 

  English GW Historical P: 37.86 % 

Rabaev et al. [23] HOG English GW Historical mAP: 85.53 % 

Retsinas et al. [24]  English Bentham Handwritten mAP: 57.7 % 

BUI et al. [25] Graph-based German Parzival Historical  

Riba et al. [28] Graph-based English BH2M Handwritten mAP: 51.62 % 

Rusiñol et al. [30] SIFT English GW Historical mAP: 61.35 % 

Czúnietal. [31] SIFT  22 Pages Handwritten mAP: 85% 

P precision, mAP mean average precision, F-measure, A- accuracy 

 

Table 3various word spotting techniques using CNN for features Extraction 

References Features Language Database size Document Accuracy type 

Sharma and Sankar [33] CNN English IAM Handwritten mAP: 46.53 %  

Sudholt and Fink [34] CNN English GW Historical mAP: 92.64 % 

 CNN English IAM Handwritten mAP: 82.97 % 

 

VI. CONCLUSION 

We have studied a number of important aspects concerning the models and the class of methods used for the 

Keyword spotting. Feature Extraction is a technique that reduces the amount of input data by refining its 

representative expressive attributes; here in our work  

We have presented the experiment that helps us to draw some insightful conclusions. 

In most deep learning applications, CNNs are used for huge amount of training samples to learn powerful classifiers, 

so same in our work a well-designed CNN structure has been proposed, which can handle limited training samples 

for the images by high quality features. 

In our Experiment the Dataset is extracted, all the features are extracted firstly and then convolutional neural 

networking is done. 

To summarize, our proposed model allows users to see the result with convolutional layers for different databases 

and these will give the better results than their traditional usage. 

As future work, we would like to examine the act of more advanced ensemble strategies. 
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